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0.1 Introduction

Professor: Adebisi Agboola.
Office Hours: Tuesday: 11:15-12:30, Thursday: 11:15-12:30 (225A), Wednesday 10:00-
12:00 (225B).
Textbooks: Algebraic Number Theory by Fröhlich and Taylor, Algebraic Number The-
ory by Lang, Number Fields by Marcus, Introduction to Cyclotomic Fields by Wash-
ington.

Course Outline: We shall aim to cover the following topics. Additional topics will be
covered if time permits.
Basic commutative algebra: Noetherian properties, integrality, ring of integers.
More commutative algebra: Dedekind domains, unique factorization of ideals, local-
ization.
Norms, traces, and discriminants.
Decomposition of prime ideals in an extension field.
Class numbers and units. Finiteness of the class number: Minkowski bounds. Dirich-
let’s unit theorem. Explicit calculation of units.
Decomposition of prime ideals revisited: the decomposition group and the inertia
group associated to a prime ideal. A nice proof of quadratic reciprocity.
Basic Theory of completions and local fields.
The Dedekind zeta function and the analytic class number formula.
Dirichlet characters; Dirichlet L-functions; primes in arithmetic progressions; the ex-
plicit class number formula for cyclotomic fields.
Artin L-functions: definitions and basic properties.
Miscellaneous topics, e.g. Stickelberger’s theorem, p-adic L-functions, Stark’s conjec-
tures.

Additional books that may be of use are:
Galois Theory — Lang’s Algebra
Number Theory — Hecke’s Theory of Algebraic Numbers, Borevich and Shafarevich’s
Number Theory, and Serre’s A Course in Arithmetic
Commutative Algebra — Atiyah and MacDonald’s Introduction to Commutative Alge-
bra, Zariski and Samuel’s Commutative Algebra, and Eisenbud’s Commutative Algebra
with a View Toward Algebraic Geometry.
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Chapter 1

Basic Commutative Algebra

Example. In Z[
√
−6], we do not have unique factorization of elements, e.g. 6 =

−
√
−6
√
−6 = 2 · 3. We shall later establish unique factorization into prime ideals.

We will then have 6Z[
√
−6] = (

√
−6, 2)2(

√
−6, 3)2.

Definition 1.1 Let M be an R-module, where R is a commutative ring with a 1. We
say that M is a noetherian R-module if every R-submodule is finitely generated over
R.

Example.

1. M is finite.

2. R is a field and M is a finite-dimensional vector space.

Definition 1.2 We say that the ring R is noetherian iff R is a noetherian R-module,
i.e. iff all ideals are finitely generated over R.

Example. A PID is a noetherian ring.

Proposition 1.3 (See 220ABC) The following are equivalent:

1. R is a noetherian ring.
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2. Every ascending chain of R-ideals stabilizes.

3. Every nonempty set of R-ideals has a maximal element.

Proposition 1.4 Suppose that the following sequence of R-modules is exact:

0→M → N → P → 0.

Then N is noetherian iff M and P are noetherian. (Since then the exact sequence is
0→M → N →M/N → 0.)

Proposition 1.5 If M is finitely generated as an R-module, and if R is a noetherian
ring, then M is a noetherian R-module.

“Proof.”
⊕n

1 R � M since M is finitely generated. Now apply Proposition 1.4.

Proposition 1.6 Suppose that S and R are rings with S ⊃ R. Suppose that R is a
noetherian ring and S is finitely generated as an R-module. Then S is a noetherian
ring.

Proof. R[X1, . . . , Xn] � S, where R[X1, . . . , Xn] is noetherian by the Hilbert Basis
Theorem.

Recall that an R-module M is said to be free of rank n if there exists an R-module
isomorphism M '

⊕n
1 R. Then rank n is uniquely determined because R is commu-

tative.

Proposition 1.7 Let M be a finitely generated R-module, and let R be a PID (or
Euclidean domain). Then we have an isomorphism M ' T (M)⊕ a free R-module of
finite rank, where T (M) '

⊕
iR/aiR, with ai | ai+1.

Definition 1.8 (Abstract version) Let R and S be rings with R ⊂ S. We say that
an element x ∈ S is integral over R iff R[x] is finitely generated as an R-module.

3



Definition 1.9 (Historical version) Let x ∈ S ⊃ R. We say that x is integral over R
iff x satisfies some monic polynomial m(T ) ∈ R[T ].

These definitions are equivalent.

1. Let x ∈ S be a root of a monic polynomial m(T ) ∈ R[T ]. We wish to
show that R[x] is finitely generated over R. We claim that 〈1, x, . . . , xm〉R =
〈1, x, . . . , xn−1〉R for any m ≥ n − 1, where n = deg(m(T )). Suppose that
m(T ) = T n+an−1T

n−1 + · · ·+a0. We know that xn = −an−1x
n−1−· · ·−a0, so

xm = −an−1x
m−1−· · ·−a0x

m−n. We have shown therefore that 〈1, x, . . . , xm〉R =
〈1, x, . . . , xn−1〉R. It follows by induction that R[x] = 〈1, x, . . . , xn−1〉R.

2. Suppose now that R[x] is spanned by f1(x), . . . , fn(x), where f1, . . . , fn are poly-
nomials over R. Set N = max1≤i≤n[deg(fi)]. Then xN+1 =

∑n
i=1 aifi(x), where

ai ∈ R. Hence x is a root of the monic polynomial TN+1 −
∑
aifi(T ).

Examples. i =
√
−1 is integral over Z because it satisfies T 2+1. Also, 3

√
5 is integral

over Z since it satisfies T 3 = 5.

Definition 1.10 Let S and R be rings with S ⊇ R. We say that S is integral over
R if every element of S is integral over R.

Proposition 1.11 Let x ∈ S ⊇ R. Then x is integral over R iff there is a subring Q
of S so that R[x] ⊆ Q ⊆ S and Q is finitely generated as an R-module.

Proof. For the forward direction, if x is integral, take Q = R[x]. For the reverse
direction, suppose we are given Q as above, with Q = 〈y1, . . . , yn〉R (as an R-module).
Then

xyi =
∑
j

aijyj, aij ∈ R. (†)
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Let A = xIn − (aij), d = det(A), and A∗ the adjoint matrix of A. Then AA∗ = dIn.
(†) implies that yAA∗ = 0, where y =

(
y1 · · · yn

)
. Hence yid = 0 for each i. Now

1 ∈ Q; write 1 =
∑

j bjyj, where bj ∈ R. Then d =
∑

j bjyj =
∑

j bj(dyj) = 0. Hence
x satisfies the monic polynomial d = det(xIn − (aij)) = 0.

Proposition 1.12 Suppose that x1, . . . , xn ∈ S ⊇ R. Suppose that, for each i, xi is
integral over R[x1, . . . , xi−1]. Then R[x1, . . . , xn] is finitely generated as an R-module.

Proof. The proof proceeds via induction on n. The case n = 1 is obvious from
the definition of integrality. Now we perform the inductive step. Suppose that
B = R[x1, . . . , xi−1] is finitely generated as an R-module. Now we are given that
B[xi] =

∑
k Bck. By our inductive hypothesis, B =

∑
j Rdj. Hence B[xi] =∑

j,k Rdjck, and so the elements {ckdj} span B[x1, . . . , xn] over R. The result now
follows by induction.

Corollary 1.13 Let x, y ∈ S ⊇ R, with x and y integral over R. Then xy and x± y
are integral over R.

Proof. We are given that R[x] is finitely generated over R, as is R[y]. Then R[x, y] is
finitely generated over R[y], and so R[x, y] is finitely generated over R. Consider the
element xy ∈ S. We have R[xy] ⊂ R[x, y], so in Proposition 1.11, take Q = R[x, y].
We deduce that xy is integral over R. Similarly for x± y.

Remark 1.14 If R is a noetherian ring, this can all be sped up. For concreteness,
take R = Z. Suppose α and β are integral over Z. Then Z[α] and Z[β] are finitely gen-
erated as Z-modules, and so Z[α, β] is a finitely generated Z-module. Hence Z[α, β]
is a noetherian Z-module. Now Z[αβ] ⊂ Z[α, β]. Thus Z[α, β] is finitely generated
over Z (since Z[α, β] is noetherian). Hence αβ is integral over Z.

Definition 1.15 Suppose that R and S are rings with R ⊆ S. We know that
{x ∈ S : x is integral over R} is a ring. We call this ring the integral closure of R
in S.
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Definition 1.16 Suppose that R is an integral domain with field of fractions K. We
say that R is integrally closed if it coincides with its integral closure in K.

Remark. Given R, any r ∈ R is integral over R since it satisfies the monic polyno-
mial T − r.

Examples 1.17

1. Let R be a PID with field of fractionsK. Then R is integrally closed. (Exercise.)

2. If R is a field, then x is integral over R if and only if x is algebraic over R.

Definition 1.18 An (algebraic) number field is a finite extension of Q.

Definition 1.19 Let K be a field. The ring of algebraic integers of K is the
integral closure of Z in K. We denote this by oK .

Examples.

1. The ring Z is the ring of integers of Q.

2. The ring Z[i] is the ring of integers of Q(i) since i is integral over Z.

3. If ω3 = 1, ω 6= 1, then Z[ω] is the ring of integers of Q(ω) = Q(
√
−3).

Examples.
Algebraic Integral

n
√
m Yes Yes

1/7 Yes No
π No No

1/
√

2 Yes No
1+i√

2
Yes Yes (Exercise!)
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Gauß’s Lemma. Let f(T ) ∈ Z[T ]. If f factors in Q[T ], then it factors in Z[T ].

Proof. Without loss of generality, we may assume that f is primitive, i.e. that
the coefficients of f have no common prime factor. Let f = gh be a nontrivial
factorization in Q[T ]. Choose a, b ∈ Q such that ag := g′ is a primitive Z-polynomial
and similarly for bh = h′. Then we have abf = g′h′. Let ab = c/d, with (c, d) = 1.
We claim that ab = ±1. For we have cf = dg′h′. If ab 6= ±1, then either

1. there is a prime p with p | c, and so we get 0 = d̄ḡ′h̄′ ∈ Fp[T ], but d̄, ḡ′, and h̄′

are all nonzero, which is a contradiction, or

2. there is a prime p with p | d. Then c̄f̄ = 0 ∈ Fp[T ]. But f̄ 6= 0 since f is
primitive and c 6= 0 since (c, d) = 1, which is a contradiction.

Theorem 1.20 Let d be a squarefree integer with d 6= 1. Then the ring of integers
of Q(

√
d) is {

Z[
√
d] if d 6≡ 1 (mod 4),

Z[(1 +
√
d)/2] if d ≡ 1 (mod 4).

Proof. Suppose that α = a + b
√
d, with a, b ∈ Q and b 6= 0. Let ᾱ = a − b

√
d. We

shall determine whether α is integral over Z. Now α is an integral over Z if and only
if α satisfies a monic polynomial over Z. (Note: α satisfies a minimal polynomial
m(T ). Gauß’s Lemma tells us that f = mg, and so m(T ) has coefficients in Z.) Now
m(T ) = (T − α)(T − ᾱ) = T 2 − 2aT + α2 − db2, and this must be a polynomial over
Z. So we must have a ∈ 1/2Z and a2 − db2 ∈ Z (so b ∈ 1/2Z).

Consider the case d ≡ 2 (mod 4). Suppose that a ∈ 1/2Z. Then a2 ≡ 1/4 (mod )Z.
Either b ∈ Z, in which case b2 ≡ 0 (mod Z), in which case b2 ≡ 0 (mod Z), which is
a contradiction since a2 − db2 ∈ Z or b ∈ 1/2Z \ Z, in which case b2 ≡ 1/4 (mod Z),
whence db2 ≡ 1/2 (mod Z), since d ≡ 2 (mod 4), which is a contradiction. Hence we
must have a ∈ Z, and so b2d ∈ Z. If b ≡ 1/2 (mod Z), then b2d ≡ 1/2 (mod Z) since
d ≡ 2 (mod 4), which is a contradiction. So a, b ∈ Z.
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We leave the case of d ≡ 3 (mod 4) as an exercise.

Finally, consider the case d ≡ 1 (mod 4). Either a, b ∈ Z or a, b ∈ 1/2Z \ Z (from
the condition a2 − b2d ∈ Z). Examine the condition a ≡ 1/2 (mod Z) and b ≡ 1/2
(mod Z). Then a2 ≡ 1/4 (mod Z) and b2 ≡ 1/4 (mod Z). Therefore b2d ≡ 1/4
(mod Z) since d ≡ 1 (mod 4). Hence a2 − db2 ∈ Z, as required.

Terminology. If d > 0, then Q(
√
d) is called a real quadratic field. If d < 0, then

Q(
√
d) is an imaginary quadratic field.

1.1 Interlude on Galois Theory

Let G be a group and K a field. A character of G is a homomorphism χ : G→ K×.
The trivial character is the homomorphism taking the constant value 1. Functions
fi : G→ K for 1 ≤ i ≤ n are said to be linearly independent if whenever there is
a relation a1f1 + · · ·+ anfn = 0 with ai ∈ K, then ai = 0 for 1 ≤ i ≤ n.

Theorem 1.21 (Artin’s Theorem on linear independence of characters) Let G be a
group and K a field. Suppose that χ1, . . . , χn are distinct characters of G in K. Then
these characters are linearly independent over K.

Proof. Suppose we have a relation

a1χ1 + · · ·+ anχn = 0 (†)

with ai ∈ K not all zero and n as small as possible. Then n ≥ 2, and no ai = 0.
Since χ1 and χ2 are distinct, there is some h ∈ G such that χ1(h) 6= χ2(h). Then for
each g ∈ G, we have a1χ1(gh) + · · ·+ anχn(gh) = 0, and so

a1χ1(h)χ1 + · · ·+ anχn(h)χn = 0. (‡)

Dividing (‡) by χ1(h) and subtracting from (†) gives(
a2
χ2(h)

χ1(h)
− a2

)
χ2 + · · · = 0,
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which is a contradiction since this is a relation of shorter length with a nonzero coef-
ficient.

Corollary 1.22 Let L/K be a finite, normal extension of fields, and let σ1, . . . , σn
be distinct K-automorphisms of L. Then σ1, . . . , σn are linearly independent over L.

Proof. View σ1, . . . , σn are homomorphisms L× → L×, and apply Artin’s Theorem.

Proposition 1.23 Let L/K be a finite Galois extension of fields (not necessarily of
characteristic 0) of degree n. Suppose that x1, . . . , xn is a basis of L over K. Let
σ1, . . . , σn be the distinct K-automorphisms of L. Then det(x

σj

i ) 6= 0.

Proof. Suppose that det(x
σj

i ) = 0. Then there exist a1, . . . , an, not all zero, so that∑
j ajx

σj

i = 0 for 1 ≤ i ≤ n. Hence
∑

j aj`
σj = 0 for every ` ∈ L (i.e. for any K-linear

combination of the {ai}). This contradicts Corollary 1.22.

Let L/K be a finite separable extension of fields. Let n = [L : K], and let Ksep

be a separable closure of K (so if char(K) = 0, then Ksep = Kalg). Let {σi} be
the distinct field embeddings σi : L ↪→ Ksep with σi | K = identity. For x ∈ L,
TrL/K(x) =

∑n
i=1 x

σi ∈ K and NL/K(x) =
∏n

i=1 x
σi ∈ K.

Alternatively, view multiplication by x on L as a K-linear automorphism of L. Call
this endomorphism ϕx, so ϕx(y) = xy. Pick a basis {yi}ni=1 of L/K, and let ϕx have
matrix (aij) with respect to this basis.

Claim. Tr(ϕx) = TrL/K(x), and det(ϕx) = NL/K(x).

Proof. We have xyi =
∑

j aijyj. Apply an embedding σk to this equation:

xσkyσk
i =

∑
j

aijy
σk
j .

So we have a matrix equality (yσk
i ) diag(xσk) = (aij)(y

σk
j ). Now Proposition 1.23 tells
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us that det(yσk
j ) 6= 0. So the trace and determinant (and characteristic polynomials

of diag(xσkyσk
j ) and (aij)) coincide. This establishes the claim.

Exercise. Let L/K be a finite separable extension of degree n. Then TrL/K :
L×L→ K given by (x, y) 7→ TrL/K(xy) is a nondegenerate symmetric bilinear form

on the K-vector space L. Hence we have an isomorphism L
∼→ Hom(L,K) given by

x 7→ [y 7→ TrL/K(xy)]. So if {xi}ni=1 is a basis of L/K, then we can find a dual basis
{yi}ni=1 of L/K, i.e. a basis such that TrL/K(xiyj) = δij.
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Chapter 2

More Commutative Algebra

Definition 2.1 We say that an ideal m of R is maximal if, given an ideal a such
that m ⊆ a ⊆ R, then either a = R or a = m.

(Maximal ideals are prime.)

Definition 2.2 An integral domain R is said to be a Dedekind domain if

1. R is a noetherian ring.

2. R is integrally closed.

3. All nonzero prime ideals of R are maximal.

Example/Exercise. Every PID is necessarily a Dedekind domain.

We shall prove:

Theorem 2.3 Every nonzero ideal of a Dedekind domain R may be written uniquely
as a product of prime (maximal) ideals.
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Let R be an integral domain with field of fractions K.

Definition 2.4 We call any finitely generated R-module M in K a fractional R-
ideal. If M ⊆ R, we say that M is an integral R-ideal.

Theorem 2.5 Let R be a Dedekind domain with field of fractions K. Let L/K be
a finite separable extension. Then the integral closure S of R in L is a Dedekind
domain.

(Remark. We won’t prove this in full generality; we shall assume that R = Z.)

Corollary 2.6 Any ring of integers is a Dedekind domain.

Corollary 2.7 Any ring of integers has unique factorization of ideals.

Proof of Theorem 2.5

1. We first show that S is integrally closed. Let x ∈ L be integral over S. Then x
is the root of some polynomial

T n + s1T
n−1 + · · ·+ sn = 0, si ∈ S. (∗)

We are required to prove that x is integral over R. Now R[s1, . . . , sn] is a
finitely generated R-module (since all the si are integral over R). From (∗),
it follows that R[x, s1, . . . , sn] is finitely generated over R[s1, . . . , sn]. Hence
R[x, s1, . . . , sn] is finitely generated over R, and so Proposition 1.11 implies
that x is integral over R.

2. We now show that S is a noetherian ring. Let x1, . . . , xn be a K-basis of L.
We claim that without loss of generality, we may take xi ∈ S for all i. For we
know (after clearing denominators) that for example xj is a root of a polynomial
a0T

n + · · ·+ an = 0, where ai ∈ R for each i. Multiply through by an−1
0 to get

(a0T )n+a1(a0T )n−1 + · · ·+ana
n−1
0 = 0. So a0xj is integral over R. Now let {yi}

be a dual basis of L, so Tr(xiyj) = δij. Suppose that α ∈ S with α =
∑
aryr,

say. Then αxj =
∑
aryrxj. Applying TrL/K to both sides of this equation gives
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Tr(αxj) = aj · 1, and so aj ∈ R since αxj ∈ S. So S ⊆
∑
Ryi =

⊕
Ryi. R is

a Dedekind ring, so R is noetherian, so S is a noetherian R-module, so S is a
finitely generated R-module, and Proposition 1.6 tells us that S is a noetherian
ring.

Remark. Since {xi} is a basis of L, we have
⊕n

i=1Rxi ⊆ S, and so we in
fact have

⊕n
i=1Rxi ⊆ S ⊆

⊕n
i=1Ryi. Hence, if R is a PID, it follows from

Proposition 1.10 that S is a free R-module of rank n = [L : K].

3. Finally we show that all nonzero prime ideals of S are maximal. Take R = Z,
so S = oL. Then S is free over Z of rank n, i.e. S =

⊕n
i=1 Zωi. Let p be a

nonzero prime ideal of S. We know that

p ∩ Z =

{
pZ or

0.

Let x ∈ p \ {0}. Then 0 6= NL/Q(x) ∈ p ∩ Z, and so we must have p ∩ Z = pZ.
So we have pS ⊆ p ⊆ S, and so there is a surjection S/pS � S/p. Now
S/pS '

⊕n
i=1 Fpωi, which is finite of cardinality pn. Also S/p is an integral

domain since p is prime. Thus S/p is a finite integral domain, i.e. a field. Thus
p is a maximal ideal.

Lemma 2.8 Let R be a Dedekind domain. Then every nonzero R-ideal contains
some product of nonzero primes.

Proof. Suppose that the assertion is false. Let S denote the set of nonzero R-
ideals not containing a nonzero product of primes. By hypothesis, S is nonempty.
By Proposition 1.3, S contains a maximal element, b, say. Now b is definitely
not a prime ideal, and so there exist elements x, y 6∈ b with xy ∈ b. We have
(x, b) ⊃ p1 · · · pn and (y, b) ⊃ q1 · · · qm (pi and qj are primes). Multiplying gives
b ⊇ (x, b)(y, b) ⊇ p1 · · · pnq1 · · · qm, which is a contradiction.

Theorem 2.9 Let R be a Dedekind domain and m a maximal R-ideal. Then there
exists a fractional ideal m−1 in R so that mm−1 = R.

13



Proof. Set m′ = {x ∈ R | xm ⊆ R}. We wish to show that mm′ = R. Now m′

is clearly an R-module. It is also finitely generated, for pick µ ∈ m \ {0}. Then
µm′ ⊆ R, and µm′ ' m′ as an R-module. Since R is noetherian, it follows that m′ is
finitely generated. Next, we observe that R ⊆ m′ implies that m ⊆ mm′. So we have
m ⊆ mm′ ⊆ R. Hence, since m is maximal, we have either m = mm′ or mm′ = R. We
show that the former possibility does not hold. Suppose on the contrary that

m = mm′ = · · · = m(m′)n = · · · .

Pick x ∈ m′ \ {0} and y ∈ m \ {0}. The above equalities imply that R[x]y ⊆ R[x]m ⊆
m. Since R is a noetherian ring, it follows that R[x]y is finitely generated as an
R-module. So R[x] is finitely generated as an R-module, i.e. x is integral over R.
Since R is integrally closed, it follows that x ∈ R, whence we deduce that m′ = R. To
complete the proof, we show that m′ = R is impossible. Choose a ∈ m \ {0}. Then
Lemma 2.8 implies that

m ⊇ Ra ⊇ p1 · · · pn
(where the pi’s are nonzero primes). Choose n so that n is minimal for our given
a. Now m must contain one of the pi’s, say p1 without loss of generality. Since p1

is maximal (as R is a Dedekind domain), we have m = p1. Hence Ra ⊇ mb, where
b = p2 · · · pn. By minimality of n, Ra 6= b. Pick some b ∈ b, b 6∈ Ra, i.e. b/a 6∈ R.
Then

b

a
m ⊆ 1

a
bm ⊆ 1

a
Ra ⊆ R.

So b
a
∈ m′, and b

a
6∈ R, and this contradicts m′ = R. This proves the result.

Proof of Theorem 2.3 We first show existence. Let Φ be the family of proper
nonzero integral R-ideals which are not factorable as a product of primes. Suppose
that Φ 6= ∅. Then Proposition 1.3 implies that Φ has a maximal element, a, say.
Then a ⊂ R and a is not a prime (or else we would have a trivial factorization). So
we have a ⊆ m ⊆ R, where m is a maximal ideal. So we have a ⊆ am−1 ⊆ mm−1 = R
(remember R ⊆ m−1!). Either a ( am−1, in which case, by maximality, am−1 has
a prime factorization, and so a has a prime factorization (m is maximal and hence
prime!), which is a contradiction, or

a = am−1 = · · · = am−n = · · · . (∗)

Pick a ∈ a \ {0} and m ∈ m−1 \ {0}. Then (∗) implies that aR[m] ⊆ a. Since R
is noetherian, we have that R[m] is finitely generated over R, and so m is integral
over R, and so m ∈ R, and so m−1 = R, which is a contradiction (c.f. the proof of
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Theorem 2.9). It therefore follows that Φ = ∅.

We now show uniqueness. Suppose p1 · · · pn = q1 · · · qm, where the pi’s and qj’s are
primes. We shall show by induction on n that the qj’s are some reordering of the pi’s.
Consider the case n = 1, i.e. p = q1 · · · qm. By primality, p = q1, say. Multiplying
both sides by p−1, we get R = q2 · · · qm. So m = 1, and p = q1. Now we do the
general case. By primality, we have p1 ⊇ qi (say q1). Multiplying both sides by p−1

1

yields p2 · · · pn = q2 · · · qm, so by induction we are done.

2.1 Valuations of Ideals

Let R be a Dedekind domain, and let a be a fractional R-ideal. Then a =
∏

p pnp ,
where np ∈ Z, with almost all of the np’s equal to zero. We write vp(a) = np (read
as “the p-valuation of a”). Let K be the field of fractions of R, and let IK be the
set of fractional R-ideals. Then IK is a group. We have a map IK →

⊕
p Z given by

a 7→
⊕

p vp(a).

Definition 2.10 We call a fractional ideal a ∈ IK principal if a = aR for some
a ∈ K. We denote the subgroup of principal ideals by PK .

Definition 2.11 Let K be a number field. The class group of oK (or of K) ideals
is defined to be the quotient group IK/PK := CK , and |CK | = hk (we shall show later
that hK is finite).

Remark. oK is a PID if and only if hK = 1.

Definition 2.12 We call the group of invertible elements of oK the units of oK (or
of K!), and we denote this group by o×K .
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We have a sequence

1 → o×K ↪→ K× → PK ↪→ IK → CK → 0
a 7→ aoK .

Theorem 2.13 (Chinese Remainder Theorem — See 220B) Let R be a Dedekind
domain, and let a = pn1

1 · · · p
nk
k . Then R/a '

∏k
i=1R/p

ni
i .

Definition 2.14 Let K be an arbitrary field. A surjective map v : K → Z ∪ {∞} is
called a valuation of K iff for every x, y ∈ K:

1. v(x) =∞ iff x = 0

2. v(xy) = v(x) + v(y)

3. v(x+ y) ≥ inf(v(x), v(y)).

So (2) tells us that v(1) = v(−1) = 0.

Claim. v(x) > v(y) implies that v(x + y) = v(y). For we have v(x + y) ≥
inf(v(x), v(y)) = v(y). Strict inequality would imply that v(y) = v(y + x − x) ≥
inf(v(y + x), v(x)) > v(y), which is a contradiction, and so we must have v(x+ y) =
v(y).

Key Example 2.15 Let R be a Dedekind domain with field of fractions K. For
x ∈ K×, set vp(x) = vp(xR); this defines a map vp : K× → Z. Setting vp(0) = ∞
defines a map vp : K → Z ∪ {∞}. Since we can always find an x so that x ∈ p but
x 6∈ p2, it follows that vp is surjective.

Exercise. Check that vp satisfies the conditions of Definition 2.14.

Definition 2.16 Given a valuation v of a field K, we set ov = {x ∈ K : v(x) ≥ 0}.
Then ov is a ring, called the valuation ring of v in K. Next, set Pv = {x ∈ K :
v(x) > 0}. Then Pv is a proper ov-ideal, the valuation ideal of v in K.

16



Pv is a prime ideal. Suppose x, y ∈ ov with xy ∈ Pv. Then v(xy) = v(x) + v(y) > 0.
Thus either v(x) > 0 or v(y) > 0, i.e. x ∈ Pv or y ∈ Pv.

Proposition 2.17 ov is a PID with unique maximal ideal Pv. Moreover, we have
Z ∼→ Iov via m 7→ Pmv .

Proof. First observe that x is invertible in ov iff v(x) ≥ 0 and v(x−1) ≥ 0, i.e. if
v(x) = 0. Hence o×v = ov \ Pv, and so Pv is the unique maximal ideal of ov. Next, let
a be a nonzero ov-ideal. Choose b ∈ a with v(b) minimal. We claim that a = bov, for
plainly we have bov ⊆ a. If c ∈ a, then v(b) ≤ v(c), so v(b−1c) ≥ 0. Thus b−1c ∈ ov.
Thus c = bb−1c ∈ bov. Hence a = bov, as claimed. Finally, suppose that αov = Pv,
and that v(b) = n (where b is as above). Then αnov = Pnv = bov = {c ∈ K : v(c) ≥ n}.

2.2 Localization

Suppose that R is an integral domain with field of fractions K. Let S denote a
multiplicatively closed set (not containing zero) in R. Define RS ⊆ K as RS ={
a
b

∣∣ a ∈ R, b ∈ S}.
Example. Let R be a Dedekind domain. Suppose that p is a prime ideal in R. Then
S = R \ p is a multiplicatively closed set. In this case, we write Rp = RS from now
on. The ring Rp is called the localization of R at p.

Exercise. Show that Rp = ovp . Hence Rp is a PID with only one maximal ideal,
namely p.

Remark. If R is a ring of integers, then in general R is not a PID. However, by the
above, each Rp is a PID. This is very useful.
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Lemma 2.18 Suppose that R is a Dedekind domain. Then R/p ' Rp/pRp.

Proof. The natural inclusion R ↪→ Rp induces a map i∗ : R/p → Rp/pRp. We now
show injectivity. We have to show that R∩pRp = p. Suppose that x ∈ R∩pRp. Then
we may write x = πr/s, where π ∈ p and s 6∈ p. Hence we have xs = πr, and this
implies that π ∈ p. Now we show surjectivity. Pick a/s (s 6∈ p) in Rp representing a
given class in Rp/pRp. Since s ∈ R \ p, there is some b ∈ R so that bs ≡ 1 (mod p).
So we have a

s
(bs − 1) ∈ pRp. Hence a

s
and ab represent the same class in Rp/pRp.

Thus ab+ p 7→ a
s

+ pRp, and so surjectivity is shown.

2.3 Examples of “good behavior” with respect to

localization

Proposition 2.19 Let R be an integral domain. Then

1. R is integrally closed iff Rp is integrally closed for all primes p. (This is an
example of the Hasse principle.)

2. If R is a noetherian ring, then Rp is a noetherian ring for all primes p.

Let M be an R-module. Define MS := M ⊗R RS. (If S = R \ p, then we write Mp

for MS.)

Proposition 2.20 Let R be an integral domain. Then

1. M = 0 iff Mp = 0 for all primes p.

2. M is flat iff Mp is flat for all primes p. (M is said to be flat if it preserves exact
sequences under tensor products, i.e. if

0→ A→ B → C → 0

is exact, then
0→ A⊗M → B ⊗M → C ⊗M → 0

is also exact.)
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3. M is torsionfree iff Mp is torsionfree for all primes p.

4.
0→M

f→ N
g→ P → 0

is an exact sequence of R-modules iff

0→Mp
fp→ Np

gp→ Pp → 0

is exact for all primes p.
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Chapter 3

Discriminants, Norms, and Traces

Let L/K be a finite, separable extension of fields. Let n = [L : K] and Ksep be a sepa-
rable closure of K. Let {σi}ni=1 be the distinct field embeddings σi : L ↪→ Ksep so that
σi |K= id. For x ∈ L, define TrL/K(x) =

∑n
i=1 x

σi ∈ K and NL/K(x) =
∏n

i=1 x
σi ∈ K.

Definition 3.1 Let K be a number field. Pick a Z-basis x1, . . . , xn of oK (cf. the
remark after the proof of Theorem 2.5). The discriminant of oK/Z with respect to
the trace form is d(K/Q) = det(TrK/Q(xixj)).

N.B. This is the discriminant of the quadratic module (oK ,TrK/Q). d(K/Q) is gen-
erally referred to as the discriminant of K!

Lemma 3.2 Let {σi} denote the distinct Q-embeddings of K into Ksep. We set
∆x(K/Q) = det(x

σj

i ). Then ∆x(K/Q) is independent of the particular basis {xi} up
to sign, and d(K/Q) = ∆x(K/Q)2.

Corollary 3.3 d(K/Q) is independent of the choice of basis of oK/Z.

Proof of Lemma 3.2 Let {yi} be another Z-basis of oK . Then we have yi =∑
j Pijxj, where (Pij) ∈ GLn(Z). Hence yσk

i =
∑

j Pijx
σk
j . Taking determinants

yields ∆y(K/Q) = det(Pij)∆x(K/Q). Since (Pij) is a change-of-basis matrix, we
have det(Pij) = ±1. Hence ∆x(K/Q) depends upon {xi} only up to sign. Next,
observe that

∑
j x

σj

i x
σj

k = TrK/Q(xixk). Hence if we write A = (x
σj

i ), then we have
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AAt = (TrK/Q(xixk)). Taking determinants and using the fact that det(A) = det(At)
gives ∆x(K/Q)2 = d(K/Q).

Corollary 3.4 d(K/Q) 6= 0.

Proof. This follows from the fact that ∆x(K/Q) = det(x
σj

i ) 6= 0 (see Proposition
1.23).

Example 3.5 Suppose that d 6≡ 1 (mod 4) and that d is squarefree. Set K = Q(
√
d).

By Theorem 1.20, we have oK = Z + Z
√
d, i.e. 1 and

√
d are a Z-basis of oK . So

d(K/Q) =

∣∣∣∣2 0
0 2d

∣∣∣∣ = 4d.

Exercise. Suppose that d ≡ 1 (mod 4). Show that d(K/Q) = d.

Notation. Suppose that K is a number field with [K : Q] = n. Let x1, . . . , xn be
any set of elements of K. (This will only be of interest when {xi} are a Q-basis of
K.) Then D(x1, . . . , xn) := det(Tr(xixj)) and ∆(x1, . . . , xn) := det(x

σj

i ). Then, as in
the proof of Lemma 3.1, we have D(x1, . . . , xn) = ∆(x1, . . . , xn)

2.

Interpretation. Set Λ =
∑

Zxi. As before, D(x1, . . . , xn) only depends upon the
lattice (module) Λ. So we can write DΛ = D(x1, . . . , xn). In particular, d(K/Q) =
DoK

. Suppose that Λ ⊆ oK . We shall show later that DΛ = d(K/Q)[oK : Λ]2.

[Aside. A useful tool in the evaluation of discriminants is the Vandermonde determi-
nant: det1≤i,j≤n(x

i
j) = ±

∏
i<j(xi − xj). To evaluate ∆(1, x, . . . , xn−1), set xj = xσj .]

Uses of discriminants.

1. Suppose we have poK =
∏g

i=1 pei
i . Then ei = 1 for all i for almost all primes p.

If some ei > 1, then we say that p is ramified, and we call ei the ramification
index.
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Dedekind’s criterion. p ramifies iff p | d(K/Q).

Example. Let K = Q(i) and oK = Z[i]. 2Z[i] = (1−i)2, and so 2 ramifies in Q(i)/Q.
d(K/Q) = 4. There is also an analogue of ramification for Riemann surfaces. . .

2. Calculating rings of integers. Suppose that [K : Q] = n. Usually we can
find algebraic integers x1, . . . , xn that are Q-linearly independent.

Question. Is {xi} a basis over Z for oK?

Lemma 3.6 Set Λ =
∑

Zxi and m = (oK : Λ). Then D(x1, . . . , xn) = d(K/Q)m2.

Proof. Let {yi} be a Z-basis of oK . Then xi =
∑n

j=1 Pijyj, and so xσk
i =

∑
j Pijy

σk
j .

Taking discriminants yields D(x) = ∆2
x = d(K/Q) det(Pij)

2. By the theory of ele-
mentary divisors (see 220B), we can find matrices A,B ∈ GLn(Z) such that

P = A

d1 0 0

0
. . . 0

0 0 dn


︸ ︷︷ ︸

D

B.

Now x = Py, so A−1x = DBy. Set x′ = A−1x and y′ = By; then x′ = Dy′. Now Λ
is spanned over Z by {x′i}. Thus Λ is spanned over Z by {diyi}. But oK is spanned by
{y′i}, and so we have oK/Λ '

⊕
Zyi/

⊕
Zdiyi. Thus (oK : Λ) = ±

∏
i di = ± det(P ).

Hence D(x) = ∆x2 = d(K/Q)(oK : Λ)2.

Now Lemma 3.6 gives us a method for computing rings of integers.

Proposition 3.7 Notation as in Lemma 3.6. Suppose that Λ 6= oK . Then there
exists an algebraic integer of the form 1

p
(λ1x1 + · · · + λnxn), where 0 ≤ λi ≤ p − 1,
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λi ∈ Z, and p is a prime such that p2 | DΛ.

Proof. Since Λ 6= oK , we have (oK : Λ) > 1. Hence there is a prime p with p | (oK : Λ)
and an element u ∈ oK \ Λ such that u1 = pu ∈ Λ. By Lemma 3.6, p2 | DΛ. Also
u = 1

p
u1 = 1

p
(λ1x1 + · · ·+ λnxn) since {xi} forms a Z-basis of Λ.

Corollary 3.8 If DΛ is squarefree, then Λ = oK .

Here is the basic idea:

1. Start with an initial guess Λ for oK , Λ =
∑n

i=1 Zxi.

2. Compute DΛ.

3. For each prime p so that p2 | DΛ, test all numbers of the form 1
p
(λ1x1 + · · · +

λnxn), 0 ≤ λi ≤ p− 1, to determine whether they are algebraic integers.

4. If any new integers arise, enlarge Λ to Λ′ by adding in the new integer. (Then
DΛ′ = 1

p2
DΛ.)

Example. Find the ring of integers and discriminant of Q(θ)/Q, where θ3−θ−1 = 0.

By Gauß’s Lemma, X3−X−1 is irreducible over Q. Calculate D(1, θ, θ2) =

∣∣∣∣∣∣
3 0 2
0 2 3
2 3 2

∣∣∣∣∣∣.
To work out entries, we compute Tr(θ) = 0 (from the equation X3 − X − 1), and
Tr(θ3) = Tr(θ)+Tr(1) = 3. To compute Tr(θ2), we need to go back to first principles:
find a matrix representing ϕθ2 (i.e. the “multiplication by θ2” map on Q(θ)): we have
a basis, namely {1, θ, θ2}. θ2 · 1 = θ2, θ2 · θ = θ3 = 1 + θ, and θ2 · θ2 = θ4 = θ2 + θ.

Thus ϕθ2 =

0 0 1
1 1 0
0 1 1

. Thus Tr(θ2) = 2. Then Tr(θ4) = Tr(θ2) + Tr(θ) = 2.

Hence D(1, θ, θ2) = 3 · (−5) + 2 · (−4) = −23. Now −23 is squarefree, and so
oK = Z[θ] = Z + Zθ + Zθ2. Also, d(K/Q) = −23.

Definition 3.9 Definition of the discriminant of a relative extension. If oL is a free
oK-module with basis {xi}, then we set D(L/K) = (det(TrL/K(xixj))) (where (—) is
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the ideal in oK).

Now in general, we only have a basis {xi} when oK is a PID. To define the relative
discriminant D(L/K), it will suffice to define vp(D(L/K)) for each prime ideal p of
oK . Recall that oK,p is a PID. Let x1, . . . , xn denote a basis for oL,p := oL⊗oK

oK,p over
oK,p. Set vp(D(L/K)) = vp(det(Tr(xixj))). This is independent of the choice of basis
(exactly as in Lemma 3.2). It remains to check that vp(D) = 0 for almost all p. Pick
y1, . . . , yn a basis of L/K with all yi’s algebraic integers. Then oL ⊇

∑
oKyi ⊇ NoL,

where N = (oL :
∑

oKyi). If p - N , then N is a unit in oK,p, and so oL,p =
∑

oK,pyi.
Suppose that p - N and p - det(Tr(yiyj)). For such p, we conclude that by definition
vp(D(L/K)) = 0. It follows therefore that D(L/K) is well-defined.

3.1 The absolute norm of an ideal

Definition 3.10 Let K be a number field, and let a be an integral oK-ideal. We
define the absolute norm Na of a by Na = |oK/a| = (oK : a).

Proposition 3.11 Suppose that a and b are integral oK-ideals. Then N(ab) =
(Na)(Nb).

Proof. It suffices to prove this result when b = p, a prime. Observe that ap ⊂ a

and ker

(
oK/ap

quotient
−−� oK/a

)
= a/ap. Now a/ap is an oK/p-module. We have that

oK/p = F, a field, and so a/ap is an F-vector space. Thus a/ap is trivial iff a = ap

iff oK = p, which is a contradiction. We wish to show that a/ap is a one-dimensional
F-vector space (since then it will follow that |a/ap| = |oK/p|). Thus assume for a
contradiction that dimF(a/ap) > 1. Then there exists an M such that 0 6= M ( a/ap,
where M is a one-dimensional F-vector space. So, if π : a→ ap is the canonical map,
then we must have a ⊃ N ⊃ ap, so oK ⊃ a−1N ⊃ p, which is a contradiction since p

is maximal. Hence dimF(a/ap) = 1, i.e. |a/ap| = |oK/p|.

Remark. Note that the map N extends to all of IK by multiplicativity.
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Proposition 3.12 |NK/Q(x)| = N(xoK) for x ∈ oK .

Proof. Since Z is a PID, we can find a Z-basis x1, . . . , xn of oK such that a1x1, . . . , anxn
(ai ∈ Z) is a Z-basis of xoK . Then oK/xoK '

⊕n
i=1 Zxi/

⊕n
i=1 Zaixi, and so

|oK/xoK | =
∏n

i=1 ai. Next, observe that {xxi} is also a Z-basis of xoK . Hence it
follows that the maps ϕx : xi 7→ xxi and θ : xi 7→ axi satisfy | detϕx| = | det θ| =∏n

i=1 ai = |oK/xoK |. This proves the result.
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Chapter 4

Decomposition of Ideals in
Extension Fields

Suppose we have an extension of number fields L/K. We have K ⊃ oK ⊃ p. We may
write poL =

∏g
i=1 Pei

i .

Terminology.

1. ei is called the ramification index of Pi in L/K.

2. Pi ∩ oK = p. So oK/p = Fq ↪→ oL/Pi = Fqfi . fi = dimFq(oL/Pi). We call fi
the residue class extension degree of L/K.

Theorem 4.1
∑g

i=1 eifi = [L : K].

Proof. We do the case K = Q. Choose a Z-basis x1, . . . , xn of oL. Then oL/poL '∑n
i=1 Fqxi, and so (oL : poL) = pn. Now consider the following series:

oL ⊃ P1 ⊃ P2
1 ⊃ · · · ⊃ Pe1

1 · · ·Peg−1
g ⊃ oLp = poL.

At each step, we have a ⊃ aPi, a/aPi ' oL/Pi, and |oL/Pi| = pfi . Continuing in
this way, we obtain (oL : poL) =

∏g
i=1 p

fiei = p
P
eifi = pn (from the first part).
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Remark. In general, the latter half of the argument goes through. However, we
cannot in general find an oK-basis of oL. So we localize and use the isomorphism

oL/poL ' oL,p/poL,p '
∑

(oK,pxi/poK,p)xi

(oK,p is a PID).

Lemma 4.2 Suppose we have an extension L/K with primes ideals P and p in L
and K, respectively. Then P ∩ oK = p if and only if P | poL.

Proof. Recall that P | poL if and only if P ⊃ poL. Now if P | poL, then

P ∩ oK ⊃ poL ∩ oK ⊃ p.

Since p is a maximal ideal of oK , it follows that p = P ∩ oK . On the other hand, if
P ∩ oK = p, then (P ∩ oK)oL = poL ⊂ PoL, and so P | p.

Theorem 4.3 Suppose that L/K is Galois. Then fi and ei are independent of the
particular Pi | p.

Proof. First observe that if P ⊃ poL and σ ∈ Gal(L/K), then Pσ ⊃ pσoL = poL.
Hence Gal(L/K) permutes the divisors of poL. We wish to show that this action is
transitive. Choose

a ∈ P1, a 6∈ P2 · · ·Pg. (∗)

(We can do this since the {Pi}gi=1 are distinct.) Consider NL/K(a) ∈ P1 ∩ oK = p,
i.e.

∏
σ∈Gal(L/K) a

σ ∈ P1 · · ·Pg. Suppose we are given i with 1 ≤ i ≤ g. We have∏
σ a

σ ∈ Pi. Hence aσ ∈ Pi for some σ since Pi is prime. We may apply our initial
condition (∗) to obtain aσ ∈ Pσ

1 , aσ 6∈ Pσ
2 · · ·Pσ

g . So comparing, we may deduce that
Pi = Pσ

1 , whence it follows that the Galois action is indeed transitive.

Terminology.

1. If g = n, we say that p is completely split in L/K.

2. If e = n, we say that p is totally ramified.
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3. If f = n, we say that p is totally inert in L/K.

Definition 4.4 Let R be a commutative ring. The Jacobson radical J of R is the
intersection of all the maximal ideals of R.

Proposition 4.5 x ∈ J iff 1− xy is a unit in R for all y ∈ R.

Proof. Suppose that 1 − xy is not a unit. Then it is contained in some maximal
ideal m, say. Then x ∈ J ⊆ m, and therefore 1 ∈ m, which is a contradiction. Now
suppose that x 6∈ m for some maximal ideal m. Then (m, x) = R, and so 1 = m+ xy
for some m ∈ m and y ∈ R. Hence 1− xy ∈ m, and so 1− xy is not a unit.

Proposition 4.6 (Nakayama’s Lemma) Let M be a finitely generated R-module,
and suppose that a is an ideal of R contained in J . Suppose further that aM = M .
Then M = 0.

Proof. Suppose that M 6= 0, and let u1, . . . , un be a minimal set of generators of
M . Since un ∈ aM , we have un = a1u1 + · · · + anun, ai ∈ a, and so (1 − an)un =
a1u1 + · · ·+ an−1un−1. Since an ∈ J , we have that 1− an is a unit (Proposition 4.5),
and so un ∈ 〈u1, . . . , un−1〉, which is a contradiction.

Corollary 4.7 Suppose that M is a finitely generated R-module. Let N be a sub-
module of M , and let a ⊆ J be an ideal of R. Suppose that M = aM + N . Then
M = N .

Proof. We have a(M/N) = (aM +N)/N . Now apply Proposition 4.6 to M/N .

Now suppose that R is a local ring with maximal ideal m and residue field k = R/m.
Let m be a finitely generated R-module. Then M/mM is a finite dimensional k-vector
space.
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Proposition 4.8 Suppose that {xi}ni=1 ⊆ M are such that {x̄i}ni=1 ⊆ M/mM are a
basis for that k-vector space. Then 〈x1, . . . , xn〉 = M .

Proof. Set N = 〈x1, . . . , xn〉. Then the composite map N ↪→M →M/mM maps N
onto M/mM . Hence M = N + mM , and so M = N .

Theorem 4.9 Let L/K be a finite extension of number fields. Then p ramifies in
L/K if and only if p | D(L/K).

Proof. Suppose that poL =
∏g

i=1 Pei
i .

1. Note that p ramifies in L/K iff the finite ring RL,p := oL/poL '
∏g

i=1 oLP
ei
i has

no nonzero nilpotent elements.

2. Recall that vp(D(L/K)) := vp(D(oL,p/oK,p)). Hence it suffices to prove that
RL,p has nonzero nilpotents iff D(oL,p/oK,p) ≡ 0 (mod p).

3. Suppose that p is ramified, and let x̄ denote a nonzero nilpotent element of
RL,p. Now RL,p is an oK,p/poK,p := k-vector space. Complete x̄1 = x̄, . . . , x̄n to
a k-basis of RL,p. Let x1, . . . , xn ∈ oL,p be such that xi ≡ x̄i (mod p). Then
x1, . . . , xn is an oK,p-basis of oL,p (Proposition 4.8). Now

D(oL,p/oK,p) = det(TrL/K(xixj)) (mod p) = det(TrRL,p/k
(x̄ix̄j)) (mod p).

The elements x̄ix̄j are all nilpotents. Hence they all have trace zero (via Jordan
canonical form), and so it follows that D(oL,p/oK,p) ≡ 0 (mod p).

4. Suppose that p is nonramified in L/K, with poL = P1 · · ·Pg. Then RL,p =∏g
i=1 oL/Pi =

∏g
i=1 Fi, where the Fi’s are finite fields. Let {x̄i,j}i,j ∈ RL,p

denote a k-basis of Fi. Then {x̄i,j}i,j are a k-basis of RL,p. Pick xi,j ∈ oL such
that xi,j ≡ x̄i,j (mod oL,p). By Nakayama’s Lemma, we have that {xi,j}i,j are
a basis of oL,p over oK,p. Then

D(oL,p/oK,p) = det(Tr(xijx`k))(i,j),(`,k) (mod p) = det(Tr(x̄ijx̄`k))(i,j),(`,k) (mod p)

(where we are ordering lexicographically). We claim that if i 6= `, then Tr(x̄ijx̄`k) =
0, for Tr(xijx`k) is the trace of xijx`k as an oK-endomorphism of oL. Thus
Tr(x̄ijx̄`k) is the trace of x̄ijx̄`k as a k-endomorphism of oL/p = RL,p. We may
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regard x̄ij as (0, 0, . . . , 0, x̄ij, 0, . . . , 0) (where the nonzero term is in the ith po-
sition) since RL,p '

∏g
h=1 Fh. Hence Tr(x̄ijx̄`k) = 0 when i 6= `. Therefore,

as a matrix, det(Tr(x̄ijx̄`k)) is the determinant of a block diagonal matrix with
g blocks, so the determinant of the ith block is the discriminant of Fi over k.
However, d(Fi/k) = det(xσij)

2
j,σ (σ ∈ Gal(Fi/k)), and this is nonzero (cf Propo-

sition 1.23). Hence det(Tr(x̄ijx̄`k))(i,j),(`,k) 6= 0.

Theorem 4.10 (Kronecker) Let L = K(θ), with θ an algebraic integer. Let θ have
minimal polynomial f(T ) over K. Suppose that p ⊂ oK is a prime ideal such that
p - [oL : oK [θ]]. Let k = oK/p, and suppose that f̄(T ) =

∏
j ḡj(T )ej (mod p), with

ḡj distinct, irreducible, monic polynomials over k[T ]. Then poL =
∏

j P
ej

j , where the
Pj are distinct prime ideals with Pj = (p, gj(θ))oL.

Proof. Let N = [oL : oK [θ]]. We are given that p - N . We have that NoL ⊆
oK(θ) ⊆ oL. Tensoring with oK,p and using the fact that N is a p-unit gives
oL,p ⊆ oK,p[θ] ⊆ oL,p, and so oK,p[θ] = oL,p.

We show that the Pj’s are prime ideals of oL. We have

oL

Pj

=
oL

(p, gj(θ))
=

oL,p

(p, gj(θ))
=

oK,p[θ]

(p, gj(θ))

∼← oK,p[T ]

(p, gj(T ), f(T ))
.

Now
oK,p[T ]

(p, gj(T ), f(T ))
' k[T ]

(ḡj(T ), f̄(T ))
' k[T ]

(ḡj(T ))
,

and this last quotient is a field.

We now show that poL =
∏

j P
ej

j . First observe that∏
j

P
ej

j =
∏
j

(p, gj(θ))
ej =

∏
j

(ḡj(θ))
ej (mod p) =

∏
j

(f̄(θ)) = (0).

Hence ∏
j

P
ej

j ⊆ poL. (∗)
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Now recall that the proof of Theorem 4.1 implies that

(oL : poL) = |k|[L:K] = |k|deg(f). (∗∗)

Calculate
(
oL :

∏
j P

ej

j

)
=
∏

j(oL : Pj)
ej . In the above step, we showed that (oL :

Pj) = |k|deg(ḡj). Hence (cf proof of Theorem 4.1), we have that∏
j

(oL : Pj)
ej = |k|

P
j ej deg(ḡj) = |k|deg(f̄). (∗ ∗ ∗)

It therefore follows that (∗) is an equality.

We leave it as an exercise to show that distinct ḡj’s give distinct primes.

Remark 4.11 With the same setup as in Theorem 4.10, we have

∆p(L/K) = ∆(f) =
∏
i<j

(θi − θj)

and Dp(L/K) = (∆2
p) ⊂ oK,p. Hence p | D(L/K) iff f̄ has a repeated root (mod p)

iff ej > 1 iff p ramifies (cf Theorem 4.9).

Example. Calculate the ring of integers and discriminant of K = Q( 3
√

2). Set

θ = 3
√

2. Calculate D(1, θ, θ2) =

∣∣∣∣∣∣
3 0 0
0 0 6
0 6 0

∣∣∣∣∣∣ = −108 = −22 · 33. There are two

possibilities:

1. Can α = 1
2
(λ1 + λ2θ + λ3θ

2) be an integer, 0 ≤ λi ≤ 1? We have TrK/Q(α) =
3λ1

2
∈ Z, and so λ1 ∈ 2Z. So λ1 = 0, and therefore α′ = 1

2
(λ2θ+ λ3θ

2) is also an

algebraic integer. NK/Q(aθ + bθ2) = 2(a4 + 4b3). Thus N(α′) =
λ4
2

8
+ λ3

3. Thus
the only possibility is λ2 = 0, λ3 = 1, i.e. α′ = 1

2
θ2 = 1

θ
, and this is not an

algebraic integer.

2. Can α = 1
3
(λ1 + λ2θ + λ3θ

2) be an integer, 0 ≤ λi ≤ 2? TrK/Q(α) = λ1 ∈ Z.
Now just check the possibilities. Suppose λ1 = 0. Then α′ = 1

3
(λ2θ + λ3θ

2) is

an algebraic integer. Then N(α′) =
2λ4

2+24λ3
3

81
. Now 2λ4

2 + 24λ3
3 ≡ 0 (mod 81),

and so 2λ4
2 ≡ 0 (mod 3), so λ2 ≡ 0 (mod 3). If λ2 ≡ 0 (mod 3), then 1

3
λ3θ

2 is
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an algebraic integer. But N
(

1
3
λ3θ

2
)

=
4λ3

3

27
, and this lies in Z only if λ3 = 0.

Similarly, by considering αθ and αθ2, we may assume λ2 6= 0 and λ3 6= 0. Now
just compute lots of norms.

Suppose that p is a prime and a is an integer with (a, p) = 1. The Legendre symbol(
a
p

)
is defined by

(
a

p

)
=

{
1 if x2 − a ≡ 0 (mod p) has a solution,

−1 otherwise,

i.e. (
a

p

)
=

{
1 if a is a quadratic residue (mod p),

−1 if a is a quadratic nonresidue (mod p).

The Legendre symbol induces a map F×p → {±1} given by a 7→
(
a
p

)
. This is a ho-

momorphism. (To see this, use the fact that F×p = 〈z〉, say, is cyclic.) Hence we have

z(p−1)/2 = −1, so we obtain

Euler’s Criterion. a(p−1)/2 ≡
(
a
p

)
(mod p).

So for example (−1)(p−1)/2 =
(
−1
p

)
.

Law of Quadratic Reciprocity. Let p and q be distinct odd primes. Then

1.
(
−1
p

)
= (−1)(p−1)/2.

2.
(

2
p

)
= (−1)(p2−1)/8.

3.
(
p
q

)(
q
p

)
= (−1)(p−1)/2·(q−1)/2.

Example 4.12 Quadratic fields. Let L = Q(
√
d) and K = Q. Then p ramifies in

L/K if and only if p | d(L/K). Thus if d ≡ 1 (mod 4), p ramifies iff p | d. If d 6≡ 1

32



(mod 4), p ramifies iff p | 2d. Set

θ =

{√
d if d 6≡ 1 (mod 4),

1+
√
d

2
if d ≡ 1 (mod 4).

Then, in each case oL = Z[θ].

1. Let d 6≡ 1 (mod 4) and θ =
√
d. Then f(T ) = T 2 − d. p splits in L/Q iff f̄(T )

factors (mod p) iff T 2 ≡ d (mod p) has roots iff
(
d
p

)
= 1.

2. Suppose that d ≡ 1 (mod 4) and that p - d and θ = 1+
√
d

2
. Note that θ has

minimal polynomial (x − θ)(x − θ̄) = x2 − x + 1−d
4

. Suppose p 6= 2. Then

consider
(
x− 1

2

)2 − d
4
≡ 0 (mod p). Thus p splits iff

(
d
p

)
= 1. Now suppose

that p = 2, and consider x2 + x± 1−d
4

(mod 2). This polynomial splits if d ≡ 1
(mod 8), in which case 2 splits, and is irreducible, and hence 2 is inert, if d ≡ 5
(mod 8).
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Chapter 5

Class Numbers and Units

1. We show that IK/PK = CK is finite — not a very effective process, calculating
|CK | = hK . We then give a second proof — due to Minkowski — which gives a
very effective method of calculation.

2. o×K is a finitely generated Z-module. Its torsion elements are those u ∈ o×K such
that un = 1, i.e. roots of unity. The classification theorem for finitely generated
abelian groups says that o×K = µK × Zr, where µK is a finite group.

Theorem. (Dirichlet) Let K be a number field, and let µK be the group of roots
of unity in K. Then D×

K

∼→ µK × Zs+t−1, where s is the number of real embeddings
K ↪→ R, and 2t is the number of complex embeddings K ↪→ C. (Note that if K/Q is
Galois, then all embeddings are either real or complex.)

Example. Suppose d > 1, d squarefree, and let K = Q(
√
d). Then o×K

∼= {±1} × Z.
Call a generator of o×K/{±1} ' Z a fundamental unit of o×K .

[Exercise. Such ε “generate” solutions to Pell’s equation x2 − dy2 = ±1.]

Theorem 5.1 CK = IK/PK is finite.

To prove the theorem, we prove the following assertion: Let x1, . . . , xn be a Z-basis
of oK , and let c ∈ CK . Then we can find an integral ideal c with class c such that
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N(c) ≤
∏

σ (
∑

i |xσi |), where the σ’s run through all embeddings of K into C.

Proof of assertion. Let S =
{∑n

i=1 aixi, ai ∈ Z | 0 ≤ ai ≤ (Na)1/n + 1
}
, where

n = [K : Q] and a is an integral ideal in the class of c−1. Note that |S | > Na.
So by the pigeonhole principle, there exist α, β ∈ S such that α ≡ β (mod a), i.e.
(α − β) = ca with c an integral oK-ideal. Since (α − β) is principal and a is of class
c−1, it follows that c has class c. Hence

|NK/Q(α− β)| =

∣∣∣∣∣∏
σ

(ασ − βσ)

∣∣∣∣∣ ≤ ((Na)1/n + 1)n
∏
σ

(∑
i

|xσi |

)
.

So

NcNa ≤ ((Na)1/n + 1)n
∏
σ

(∑
i

|xσi |

)
.

Thus

Nc ≤
(

1 +
1

(Na)1/n

)n∏
σ

(∑
i

|xσi

)
.

We may make 1
(Na)1/n as small as we desire by replacing a by aa. Hence it follows

that Nc ≤
∏

σ (
∑

i |xσi |). Now observe that there are only a finite number of integral
oK-ideals with norm at most a given number m, for there are only finitely many
primes p ≤ m. So we have to show that there are only a finite number of ideals with
norm a given prime power pn. But note that such prime ideals must occur in the
factorization of poK since pnoK ⊆ poK , and these are finite in number.

Example 1. K = Q(i), oK = Z[i]. Thus Nc ≤ (1 + |i|)(1 + |i|) = 4. If Nc = 2, then
2oK = (1− i)2, and (1− i) = p2 is principal. If Nc = 3, then 3oK = p3 is inert (since
via considering x2 ≡ −1 (mod 3) and

(−1
3

)
= −1, and so 3 is inert). Hence Z[i] is a

PID.

Example 2. K = Q(
√

551). Thus oK = Z[
√

551], and 551 = 19 · 29. Then
{1,
√

551} = {x1, x2}, say. Thus Nc ≤ (1 +
√

551)2 < 597. Help! (However,
Minkowski’s bound gives Nc ≤ 46.)
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Minkowski’s Bound. Same setup as in Theorem 5.1. Then

Nc ≤
(

4

π

)t
n!

nn
|d(K/Q)|1/2.

Example 3. Find the class group of Z[
√

10]. By Minkowski’s bound, we can find c

in each class such that Nc ≤ 2
22 |4 · 10|1/2 < 4. Consider p2. Now 2 | 40, so 2oK = p2

2.

By Kronecker’s Theorem, p2 = (2,
√

10). Is this principal? Suppose that p2 = (α),
where α = x+ y

√
10. Then 2oK = p2p̄2 = (αᾱ). So ±2 = αᾱ = x2− 10y2, which is a

contradiction, since reducing this equation (mod 5) yields
(±2

5

)
= 1, which is false.

Hence p2 is not principal, and so its class has order 2. Now consider p3. Consider
x2 − 10 (mod 3). This splits, and so we get 3oK = p3p̄3. Kronecker’s Theorem tells
us that p3 = (3,

√
10 − 1) and p̄3 = (3,

√
10 + 1). Suppose that p3 = (α), where

α = x+y
√

10. Then we get ±3 = αᾱ = x2−10y2, which is a contradiction as before.

5.1 Consequences of the Finiteness of the Class

Number

1. Consider solutions to Diophantine equations of the form x3 = y2 + d (where
usually d > 0). We seek integral solutions. We shall suppose that Q(

√
−d) has

class number prime to 3. Let us take as an example the case d = 200. We work
in K = Q(

√
−2). We check that oK = Z[

√
−2] is a PID (use the Minkowski

bound). Look at the factorization of ideals (x3) = (y+
√
−d)(y−

√
−d). Observe

that gcd((y+10
√
−2), (y−10

√
−2)) | 20

√
−2 (i.e. the gcd divides the difference

of the two generators). We check on the behavior of 2 and 5 inK. Then (2) = p2
2

(by inspection, since 2 | 8 = d(K/Q)). x2 − 2 (mod 5) is irreducible, and so 5
is inert, i.e. p5 = (5). Hence gcd((y + 10

√
−2), (y − 10

√
−2)) = pa2p

b
5. Write

(y + 10
√
−2) = apa2p

b
5 with (a, 10) = 1. Applying complex conjugation to both

sides gives (y − 10
√
−2) = āpa2p

b
5, with (ā, 10) = 1. Hence (y + 10

√
−2)(y −

10
√
−2) = aāp2a

2 p2b
5 , and so 3 | a and | b. Now by definition, (a, ā) = 1, and so

a and ā are both cubes. So (y + 10
√
−2) = b3, say. Since oK is a PID, we have

b = (α+β
√
−2). [Note that to show that b is principal, it would suffice to show

that K has class number prime to 3.] Now o×K = {±1} by Dirichlet’s Theorem.
So y + 10

√
−2 is a unit times (α + β

√
−2)3, which is ±1 · (α + β

√
−2)3. Thus
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without loss of generality

y + 10
√
−2 = (α+ β

√
−2)3 = (α3 − 6β2α) +

√
−2(3α2β − 2β3). (∗)

Equating real and imaginary parts yields

10 = β(3α2 − 2β2). (∗∗)

Hence the possibilities for β are β = ±1,±2,±5,±10. Suppose β = ±1. Then
10 = ±(3α2 − 2). If we take β = +1, then 3α2 = 12, and so α = ±2. From
(∗), y = α3 − 6β2α = ±2(4 − 6) = ±4, and so x3 = 16 + 200 = 63 (from the
defining equation). If we take β = −1, then we have 10 = −3α2 + 2, which is
a contradiction. This is called the method of descent. Other possibilities for β
are left as an exercise.

2. Consider integers represented by the quadratic form X2 − 2Y 2. We take K =
Q(
√

2). First observe that n = x2 − 2y2 iff NK/Q(x + y
√

2) = n. Note that
NK/Q(1−

√
−2) = −1, and so henceforth we do not worry about signs. We claim

that n is represented by X2 − 2Y 2 iff n = 2a
∏

i p
bi
i

∏
i q

2ci
i , with

(
2
pi

)
= 1 and(

2
qi

)
= −1. To see necessity, suppose that q2m+1‖n = x2−2y2, with

(
2
q

)
= −1,

where q is an odd prime. Reduce modulo q. This yields (x′)2 ≡ 2(y′)2 (mod q),
with x′ and y′ nonzero modulo q. This is a contradiction, since otherwise(

2
q

)
= 1. To see sufficiency, we first check that Z[

√
2] is a PID. The value

set of solutions is closed under multiplication (by multiplication of norms). Ob-
viously −1, 2, and q2 are all represented. Thus we are required to prove the

above pi are represented. If
(

2
pi

)
= 1, then x2 − 2 (mod pi) splits, and so

pioK = pip̄i, with pi 6= p̄i. Now Z[
√

2] is a PID, and so pi = (αi). (pi) = (αiᾱi).
Thus pi = αiᾱi. Let α = xi + yi

√
2, and then we have ±pi = x2

i − 2y2
i .

5.2 The Geometry of Numbers

Definition 5.2 Let H ⊆ Rn be a subgroup. We say that H is discrete if H ∩K is
finite for all compact K of Rn.

Example 5.3 Suppose v1, . . . , vn is a basis in Rn. Then
∑n

i=1 Zvi ⊆ Rn is discrete.
Z + Z

√
2 ⊆ R is not discrete.
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Theorem 5.4 Let H be a discrete subgroup of Rn. Then H is generated over Z by
r vectors e1, . . . , er which are linearly independent over R.

Proof. Choose e1, . . . , er ∈ H with e1, . . . , er R-linearly independent and with r
maximal. Set Pe = {

∑r
i=1 αiei|αi ∈ [0, 1]}. Pe is called the fundamental parallel-

ogram of H with respect to the basis e1, . . . , er. Note that Pe is compact since
it is homeomorphic to [0, 1]r. Let x ∈ H. We can write x =

∑r
i=1 λiei, with

λi ∈ R, since r is maximal, for otherwise we could adjoin x to the e-basis. For
j ∈ Z, define xj := jx =

∑r
i=1bλijcei (where b·c means “integer part”). Thus

xj =
∑

i(λij − bλijc)ei. So we have xj ∈ Pe. In fact, xj ∈ Pe ∩H. Recall that, since
H is discrete, |Pe ∩H| <∞. Consider j = 1. We have x = x1 +

∑
bλicei, so x is in

the Z-span of a finite set, i.e. H is finitely generated over Z. By finiteness of Pe ∩H,
we can find j 6= k so that xj = xk. Expanding gives∑

λi(j − k)ei =
∑

(bjλic − bkλic)ei,

and so λi(j − k) = bjλic − bkλic, and so λi ∈ Q. Now let x vary in Pe ∩ H,
x =

∑
λiei. Let d be the least common multiple of the λi’s. For any x ∈ H, we have

x = x1 +
∑
bλicei ∈ 1

d

∑
Zei. Thus H ⊆ 1

d

∑
Zei. So

∑
Zei ⊆ H ⊆ 1

d

∑
Zei. Hence

H is Z-free of rank r on some combination of the
{

1
d
ei
}
, so this basis is R-linearly

independent, as required.

Definition 5.5 With the above notation, call H a lattice in Rn if r = n.

Definition 5.6 Let e = {e1, . . . , er} and f = {f1, . . . , fr} be Z-bases of H. We define
Vol(H) := Vol(Pe). Note that a change of basis e → f corresponds to a matrix in
GLr(Z), and so Vol(Pe) = Vol(Pf ) since the change of basis matrix has determinant
of absolute value 1.

Theorem 5.7 (Minkowski) Let H be an Rn-lattice, and let S ⊆ Rn be a mea-
surable subset such that Vol(S ) > Vol(H). Then there exist x, y ∈ S such that
x− y ∈ H \ {0} (i.e. x and y are distinct).
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Proof. Let e1, . . . , en be a Z-basis of H. Write Rn =
⋃
h∈H Pe + h. Then S =⋃

h∈H [(h + Pe) ∩ S ]. (Note that if h1 6= h2 ∈ H, then (Pe + h1) ∩ (Pe + h2) has
measure zero.) Thus

Vol(S ) =
∑
h∈H

Vol((h+ Pe) ∩S ) =
∑
h∈H

Vol(Pe ∩ (S − h)). (∗)

(Note that volumes are translation invariant.) Now suppose for a contradiction that
the sets Pe ∩ (S − h) are all disjoint. Then we would have

Vol(Pe) ≥
∑
h

Vol(Pe ∩ (S − h)) = Vol(S ),

and so we would have Vol(H) ≥ Vol(S ), which would contradict the hypothesis. So
we conclude that the sets Pe ∩ (S − h) are not disjoint. So we can find h 6= h′ with
Pe ∩ (S − h) ∩ (S − h′) 6= ∅. Hence there exist x, y ∈ S such that x− h = y − h′.
Since we then have x− y = h− h′ ∈ H and h 6= h′, it follows that x− y 6= 0.

Definition 5.8 We say that S ⊆ Rn is symmetric if x ∈ S implies −x ∈ S .

Definition 5.9 We say that S ⊆ Rn is convex if for all x, y ∈ S and α ∈ [0, 1], we
have that αx+ (1− α)y ∈ S .

Corollary 5.10 (Blichfeldt) Let S ⊆ Rn be a symmetric, convex, measurable sub-
set, and suppose that Vol(S ) > 2n Vol(H) (where H is as above). Then S contains
a nonzero point of H.

Proof. Set S ′ = 1
2
S . Then Vol(S ′) = 1

2n Vol(S ) > Vol(H). Hence by Theorem
5.7, there exist y, z ∈ S ′ such that x := y−z ∈ H \{0}. So x = 1

2
(2y)+ 1

2
(−2z) ∈ H.

Now 2y ∈ S , by definition, and −2z ∈ S by symmetry. Thus x ∈ S since S is
convex. So x ∈ (S ∩H) \ {0}, as required.

Embellishment. With our previous notation, suppose further that S is compact,
but that Vol(S ) ≥ 2n Vol(H). Then we can still find a nonzero element of S ∩H.
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Proof. Since S is compact, it is closed and therefore complete. Consider Sk :=(
1 + 1

k

)
S for each positive integer k. Then Vol(Sk) =

(
1 + 1

k

)n
Vol(S ) > 2n Vol(H).

Hence, as before, we can find xk ∈ (Sk ∩ H) \ {0}. Therefore xk ∈ (2S ) ∩ H, and
this last set is finite since H is discrete. Hence there exists xm such that xm ∈

⋂
k Sk.

Since S is closed, it follows that xm ∈ S . (S =
⋂
k Sk.)

Now we introduce notation that will apply for the rest of the chapter. Let K/Q
be a given number field, and let {σi}ni=1 be distinct embeddings of K ↪→ C, where
n = [K : Q]. Let s be the number of real embeddings (so σi(K) ⊆ R), and let
2t be the number of complex embeddings (so σi(K) 6⊆ R). Henceforth, we suppose
that σ1, . . . , σs are real and that σ̄s+j = σs+t+j. We have the fundamental embedding
σ : K ↪→ Rs × Ct given by x 7→

∏s+t
i=1 σi(x).

Note. σ is a homomorphism of Q-algebras. (Often we shall identify Rs × Ct with
Rn as vector spaces (not as rings!).)

Proposition 5.11 Let M ⊆ K denote a Z-module of rank n = [K : Q] with
{x1, . . . , xn} a basis. Then σ(M) is an Rn-lattice with Vol(σ(M)) = 2−t| det(x

σj

i )|.

Proof. Let x ∈M , and let σ : K ↪→ Rs × Ct be our fundamental embedding. Then

σ(x) =
s∏
i=1

xσi ×
s+t∏
i=s+1

(<(xσi)×=(xσi)) =
s∏
i=1

xσi ×
s+t∏
i=s+1

(
xσi + x̄σi

2
× xσi − x̄σi

2
√
−1

)
.

Note that Vol(σ(M)) = Vol(. . . ,σ(xi), . . .) (i.e. the volume of the object generated
by {σ(xi)}) is equal to∣∣∣∣∣∣∣det

 xσi
j

x
σi
j +x

σ̄i
j

2

x
σi
j −xσ̄i

j

2
√
−1

i ≤ s s+ 1 ≤ i ≤ s+ t s+ t+ 1 ≤ i ≤ 2t+ s
A B C


∣∣∣∣∣∣∣ .

Multiplying block C by
√
−1 and adding to block B yields

Vol(σ(M)) =

∣∣∣∣∣det

[
xσi
j xσi

j

x
σi
j −xσ̄i

j

2
√
−1

A′ B′ C ′

]∣∣∣∣∣ .
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Now
(
B′ × 1

2
√
−1

)
+ C ′ yields

Vol(σ(M)) =
∣∣det

[
xσi
j xσi

j xσ̄i
j

]∣∣ 2−t = 2−t| det(xσi
j )| 6= 0

(by Proposition 1.23). Hence the {σ(xi)}ni=1 are R-linearly independent, and so σ(M)
is a lattice.

Note that if M = oK , then σ(M) is an RRn-lattice, and Vol(σ(M)) = 2−t|dK/Q|1/2 6=
0.

Proposition 5.12 Let a be an oK-ideal. Then σ(a) is an Rn lattice, and Vol(σ(a)) =
2−t|dK/Q|1/2Na.

Proof. We know that a is a free Z-module of rank n. So we may apply Proposition
5.11 to deduce that σ(a) is an Rn-lattice. We evaluate Vol(σ(a)). Note that (oK :
a) = Na implies that (σ(oK) : σ(a)) = Na since σ is injective. Thus Vol(σ(oK)) =
Vol(σ(a))Na−1. So

2−t|dK/Q|1/2 = Vol(σ(oK)) = Vol(σ(a))Na−1,

and so Vol(σ(a)) = 2−t|dK/Q|1/2Na.

We now wish to apply Blichfeldt’s corollary, et cetera, to this situation.

Proposition 5.13 Let a be an integral oK-ideal. Then there exists x ∈ a, x 6= 0,
such that

|Nx| ≤
(

4

π

)t
n!

nn
|dK/Q|1/2Na

(where N ≡ NK/Q).

Proof. View σ as having values in Rs × Ct. Let u be real and positive. Define
Bu ⊆ Rs × Ct by

Bu =
{

(y1, . . . , ys, z1, . . . , zt) ∈ Rs × Ct
∣∣∑ |yi|+ 2

∑
|zj| ≤ u

}
.
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Bu is compact since it is closed and bounded (e.g. by the u-hypercube). It is trivial
that Bu is symmetric. To show that Bu is convex, suppose that

∑
|yi|+ 2

∑
|zj| ≤ u

(corresponding to a point P ) and
∑
|y′i| + 2

∑
|z′j| ≤ u (corresponding to a point

Q). It remains to prove that if α ∈ [0, 1], then αP + (1 − α)Q ∈ Bu. The triangle
inequality implies that

LHS ≤ α
∑
|yi|+2α

∑
|zj|+(1−α)

∑
|y′i|+2(1−α)

∑
|z′j| ≤ αu+(1−α)u = u.

Hence Bu is convex.

For the present, assume that

Vol(Bu) = 2s
(π

2

)t un
n!
. (∗)

We want to apply Blichfeldt (i.e. Corollary 5.10) to the lattice σ(a) and Bu, with u
well-chosen. We cunningly choose u such that Vol(Bu) = 2n Vol(σ(a)) = 2n−t|dK/Q|1/2Na

(from Proposition 5.12). Then from Corollary 5.10, we can find σ(x) ∈ σ(a) \ {0}
with σ(x) ∈ Bu. Now

|N(x)| =
n∏
i=1

|xσi| =
s∏
i=1

|xσi|
t∏

j=s+1

|xσj |2.

Recall that the geometric mean is less than or equal to the arithmetic mean for
nonnegative numbers. Thus

|N(x)| ≤

(
n∑
j=1

|xσj

j |
n

)n

≤ un

n

since σ(x) ∈ Bu. So now we solve for our cunningly chosen value of u, i.e. Vol(Bu) =

2n Vol(σ(a)), so 2s
(
πt

2t

)
un

n!
= 2n−t|dK/Q|1/2Na, so un = 4t

πtn!|dK/Q|1/2Na. Hence, fi-

nally we obtain |N(x)| ≤
(

4
π

)t n!
nn |dK/Q|1/2Na.

We now have to compute Vol(Bu(s, t)). Set V (s, t, u) = Vol(Bu(s, t)). We use double
induction on s and t. Now V (1, 0, u) = 2u (the segment [−u, u]) and V (0, 1, u) = πu2

4

(the disc of radius u/2). Assume by induction that (∗) above gives V (s, t, u). We
compute V (s+ 1, t, u). The set Bu(s+ 1, t) is defined by the relation

|y|+
s∑
i=1

|yi|+ 2
t∑

j=1

|zj| ≤ u,
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with y ∈ R. Integrating “in strips” and noting that for y > u, Bu = ∅, we obtain

V (s+1, t, u) =

∫ u

−u
V (s, t, u−|y|) dy = 2

∫ u

0

2s
(π

2

)t (u− y)n

n!
dy = 2s+1

(π
2

)t un+1

(n+ 1)!
,

and this agrees with (∗). Now we compute V (s, t+1, u). The set Bu(s, t+1) is defined
by
∑s

i=1 |yi|+2
∑t

j=1 |zj|+2|z| ≤ u, with z ∈ C. Again, “integrating in strips” yields

V (s, t+ 1, u) =

∫
|z|≤u

2

V (s, t, u− 2|z|) dµ(z),

where dµ(z) denotes Lebesgue measure on C. Putting z = ρeiθ (ρ ∈ R+, 0 ≤ θ ≤ 2π)
yields

V (s, t+ 1, u) =

∫ u
2

0

∫ 2π

0

2s
(π

2

)t (u− 2ρ)n

n!
ρ dρ dθ = 2s

(π
2

)t 2π

n!

∫ u
2

0

(u− 2ρ)nρ dρ.

Calculating
∫ u/2

0
(u− 2ρ)nρ dρ by substituting 2ρ = x and integrating by parts shows

that this integral has the value un+2

4(n+1)(n+2)
. So V (s, t+ 1, u) = 2s

(
π
2

)t+1 un+2

(n+2)!
, which

again agrees with (∗), since s+ 2(t+ 1) = n+ 2. This completes the proof of Propo-
sition 5.13.

Theorem 5.14 Each ideal class of K contains an integral ideal c such that Nc ≤(
4
π

)t n!
nn |dK/Q|1/2.

(Note that this yields another proof of the finiteness of the class number.)

Proof. Let c be a class in the ideal class group of K. Choose an integral ideal a ∈ c−1.
Apply Proposition 5.13 to find an x ∈ a\{0} such that |N(x)| ≤

(
4
π

)t n!
nn |dK/Q|1/2Na.

Now since x ∈ a, (x) = aΣ, with Σ integral. Hence

|NaNc| ≤
(

4

π

)t
n!

nn
|dK/Q|1/2Na,

so

Nc ≤
(

4

π

)t
n!

nn
|dK/Q|1/2.
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Note that Σ lies in the ideal class c since (x) = aΣ.

Theorem 5.15 (Hermite, Minkowski) If K 6= Q, then |dK/Q| > 1.

Corollary 5.16 If K 6= Q, then there exists a ramified prime in K/Q.

Proof of Theorem 5.15 Apply Theorem 5.14 to the identity class: 1 ≤ Nc ≤(
4
π

)t n!
nn |dK/Q|1/2, so

|dK/Q|1/2 ≥
(π

4

)t nn
n!
≥
(π

4

)n/2 nn
n!

= u1/2
n ,

say. It suffices to prove that un > 1:

un+1

un
=
(π

4

) (n+ 1)2(n+1)

n2n

(n!)2

((n+ 1)!)2
=
π

4

(
1 +

1

n

)2n

≥ 3π

4
> 1.

Now u2 = π2

4
> 1, and so the result follows.

We now aim for Dirichlet’s unit theorem.

Theorem 5.17 There is an isomorphism of groups o×K ' µK × Zs+t−1, where µK
denotes the roots of unity in K and s+ t− 1 is the rank of o×K .

Philosophy. Introduce a logarithmic map L : K× → Rs+t, where L(x) = (. . . , log |xσi|, . . .).
We then apply our work on lattices, et cetera, to the image L(o×K).

Lemma. An element x ∈ oK is a unit iff NK/Q(x) = ±1.

Proof. For the forward direction, if x, x−1 ∈ oK , then NK/Q(x)±1 ∈ Z, so NK/Q(x) =
±1. For the reverse direction, suppose that NK/Q(x) = ±1. Consider the character-
istic equation of multiplication by x on K, i.e. the characteristic equation of ϕx. We
obtain T n + a1T

n−1 + · · · ± 1 = 0. Hence x(xn−1 + a1x
n−2 + · · ·+ an−1) = ∓1, and so
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x is invertible.

Warning/Remark. 1+2i
1−2i
∈ Q(i) has norm 1. However, it is not an algebraic integer

and so is not a unit. So norm ±1 by itself is not sufficient.

Observations prior to the proof of Theorem 5.17 We set n = [K : Q], fixed.

1. Describe ker(L | o×K). Let x ∈ ker(L | o×K). Then |xσi| = 1 for all i. Suppose
that x has characteristic equation T n + a1T

n−1 + · · ·+ an = 0. Recall that the
ai’s are the symmetric functions in the {xσi}. Hence the ai’s are all bounded
absolutely (in terms of n), and so x is a root of only a finite possible number
of equations. Therefore | ker(L | o×K)| < ∞, and so xd = 1 for some d, i.e. x
is a root of unity. Let µK denote the roots of unity in K. We’ve shown that
µK ⊃ ker(L | o×K). Observe by inspection of L that µK ⊂ (L | o×K). Summing
up, we have shown that µK = ker(L | o×K) is finite and cyclic.

2. Show that L(o×K) is discrete in Rs+t. Let C denote the c-hypercube in Rs+t.
It is required to prove that |Σ ∩ L(o×K)| < ∞. Suppose that L(x) ∈ C. Then
L(x) = (. . . , log |xσi|, . . .) and | log |xσi|| ≤ c for all i. Hence |xσi| ≤ ec for all
i. Let x have characteristic equation T n + a1T

n−1 + · · · + an. Then, for fixed
c, the {ai} are bounded and in Z. Hence there are a finite number of possible
such characteristic equations and so a finite number of possible x’s. Therefore
|Σ ∩ L(o×K)| <∞, as required.

3. What is the rank of L(o×K) in Rs+t? We shall show that L(o×K) lies in a fixed
hyperplane of Rs+t: Let

H =

{
(ξ1, . . . , ξs+t) ∈ Rs+t

∣∣∣∣∣
s∑
i=1

ξi + 2
s+t∑
i=s+1

ξi = 0

}
.

We claim that L(o×K) ⊆ H. For log |
∏n

i=1 x
σi| =

∑n
i=1 log |xσi| and log |

∏n
i=1 x

σi| =
log |N(x)| = log 1 = 0. Thus

0 =
n∑
i=1

log |xσi| =
s∑
i=1

log |xσi|+ 2
s+t∑
i=s+1

log |xσi|,

i.e. L(x) ∈ H.
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To prove Theorem 5.17, it is sufficient to prove that L(o×K) is an H-lattice.

Strategy. Let f : H → R be a nonzero R-linear function. We shall show that there
exists u ∈ o×K such that f(L(u)) 6= 0. This implies that L(o×K)R = H. [For if not,
then suppose that L(o×K)R = V 6= H. Then we may write H = V ⊕W . Consider

the linear function g : V ⊕W π→ W
f→ R. This vanishes on V = L(o×K)R, which is a

contradiction.]

Proof of Theorem 5.17 Frequently we view H ' Rr (where r = s + t − 1) via
(ξ1, . . . , ξs+t) 7→ (ξ1, . . . , ξr). We may obtain an inverse by using the linear relation
defining H to calculate what ξs+t is. So define f(ξ) =

∑r
i=1 ciξi, where not all of the

ci’s are 0. Once and for all, fix α ∈ R such that

α ≥
(

2

π

)t
|dK |1/2. (∗)

As a convention, given λ = (λ1, . . . , λr) ∈ (R+)r, define λ′ ∈ Rs+t with λ′ =
(λ1, . . . , λr, λs+t) with

∏s
i=1 λi

∏s+t
i=s+1 λ

2
i = α (where α is fixed). Define

Bλ,α = {(y1, . . . , ys, z1, . . . , zt) ∈ Rs × Ct : |yi| ≤ λi, |zi| ≤ λs+i}.

Observe that Bλ,α is symmetric, compact, convex, and

Vol(Bλ,u) =
s∏
i=1

2λi

s+t∏
i=s+1

πλ2
i = 2sπtα.

From (∗), we have 2sπtα ≥ 2s+t|dK/Q|1/2 = 2n Vol(σ(oK)). Now apply Blichfeldt
(Corollary 5.10) to find xλ ∈ oK \ {0} with σ(xλ) ∈ Bλ,σ. Note that, by definition of
Bλ,α, we have |xσi

λ | ≤ λi for all i. Also

|xσi
λ | = |N(xλ)|

∣∣∣∣∣∏
j 6=i

x
σj

λ

∣∣∣∣∣
−1

≥
∏
j 6=i

|xσj

λ |
−1

≥
∏
j 6=i

λ−1
j

= α−1λi.
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To sum up: α−1λi ≤ |xσi
λ | ≤ λi. Take logarithms: log λi − logα ≤ log |xσi

λ | ≤ log λi,
so

0 ≤ log λi − log |xσi
λ | ≤ logα. (1)

Now f(L(xλ)) = f(. . . , log |xσi
λ |, . . .) =

∑r
i=1 ci log |xσi

λ |. Hence∣∣∣∣∣f(L(xλ)) =
r∑
i=1

ci log λi

∣∣∣∣∣ =

∣∣∣∣∣
r∑
i=1

ci(log |xσi
λ | − log λi)

∣∣∣∣∣ ≤
(

r∑
i=1

|ci|

)
logα (2)

(from (1) above). Now pick β > (
∑r

i=1 |ci|) logα. For each h ∈ N, construct a vector
λ(h) = (λ1(h), . . . , λr(h)) ∈ (R+)r such that

r∑
i=1

ci log λi(h) = 2βh. (3)

Construct as before a collection of vectors {xλ(h)}∞h=1. Note that our previous in-
equalities hold for these xλ(h). Substituting (3) into (2) gives |f(L(xλ(h)))−2βh| < β.
So

(2h− 1)β < |f(L(xλ(h)))| < (2h+ 1)β. (4)

Thus, in particular, the f(L(xλ(h))) are all distinct, and so the xλ(h) are all distinct.
In addition, we have

|N(xλ(h))| ≤
s∏
i=1

λi(h)
s+t∏
i=s+1

λi(h)
2 = α.

Recall that there are only a finite number of integral ideals a such that Na ≤ a. Hence
the collection of ideals {xλ(h)oK}∞h=1 has repeats, say xλ(i)oK = xλ(j)oK (i > j). Then
xλ(i) = uxλ(j), u ∈ o×K , so L(xλ(i)) = L(u) + L(xλ(j)). Since f is linear, we have

f(L(xλ(i))) = f(L(u)) + f(L(xλ(j))).

Now (4) implies that f(L(u)) 6= 0, as required.

Remarks and Calculations with Units.

1. Terminology. Let u1, . . . , ur be a Z-basis of o×K/µK . We call u1, . . . , ur a
system of fundamental units for K.
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2. Cyclotomic Unit. Let ζ = e2πi/p and K = Q(ζ + ζ−1). We have

Q(ζ)

2

Q(ζ + ζ−1)

p−1
2

Q

Thus vQ(ζ) = p−1
2
− 1, vK = p−1

2
− 1. Hence (o×Q(ζ) : o×K) < ∞. Note that

vi = ζ−ζ−1

ζi−ζ−i ∈ o×K (see the Problems). Do this for 1 ≤ i ≤ p−1
2

. Then (o×K :

〈v1, . . . , v p−1
2
〉) ∼ hK , the class number of K. We need the theory of L-functions

to prove this. (See, for example, Borevich and Shafarevich, Chapter IV, or
Washington’s Cyclotomic Fields.) A theorem of Kummer says that if p is odd,
then o×Q(ζ) = 〈ζ〉 × o×K .

3. Example. Find a unit of infinite order in K = Q( 3
√

5). s = 1, 2t = 2, so r = 1.
Set θ = 3

√
5. Calculate oK = Z[θ]. 3 ramifies: observe that X3 − 5 ≡ (X + 1)3

(mod 3), and so we have (3) = p3. Note that NK/Q(2−θ) = 3. (Hence 2−θ is a
prime element of oK above 3.) Thus (2− θ) is a prime ideal above 3. Thus p =
(2−θ) and so (3) = (2−θ)3. Now (2−θ)3 = (8−12θ+6θ2−5) = 3(1−4θ+2θ2).
Hence it follows that 3 = 3·unit·(1− 4θ + 2θ2), and so 1− 4θ + 2θ2 is a unit.

4. Quadratic imaginary field K.

o×K = µK =


6th roots of unity if dK = −3

4th roots of unity if dK = −4

±1 otherwise.

5. Real quadratic field K. K = Q(
√
d). If d 6≡ 1 (mod 4), then oK = Z[

√
d],

and o×K = 〈±1〉 × 〈u〉, where u is a fundamental unit. Let u = a + b
√
d. By

replacing u by ±u±1, we may without loss of generality take a, b > 0. If we
write un = an + bn

√
d, we get a sequence {bn} which is monotonically increas-

ing. Thus, to find a fundamental unit, it suffices to find u with a, b > 0 and b
minimal. For example, in Q(

√
2), 1 +

√
2 is a fundamental unit.
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Chapter 6

Galois Action and Prime
Decomposition

Let L/K be a Galois extension of number fields with Galois group Γ.

L

Γ

P

K p

Suppose that poL =
∏g

i=1 Pe
i . Recall (see the proof of Theorem 4.3) that Γ acts

transitively on the {Pi}.

Definition 6.1

1. The decomposition group ΓP of P/p in L/K is defined by ΓP = {γ ∈ Γ :
Pγ = P}, i.e. ΓP is the stabilizer of P.

2. The inertia group TP of P/p in L/K is defined by TP = {γ ∈ Γ : xγ ≡ x
(mod P) for all x ∈ oL}.

Alternatively, write oL/P = ` and oK/p = k. Then reduction (mod P) induces a
group homomorphism ρ : ΓP → Gal(`/k) by the following rule: If x ∈ oL and γ ∈ ΓP,
then x̄ρ(γ) = xγ. (Note that this is well-defined since γ ∈ ΓP.) Then ΓP = ker(ρ);
observe that TP C ΓP.
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Definition 6.2 The decomposition field DP = LΓP (i.e. DP is the subfield of L
fixed by elements of ΓP.) We have the following Galois-theoretic tower:

1 L P `

ΓP DP P
(e′,f ′,g′)

d

Γ K p
(e,f,g)

k

Lemma 6.3 The prime P is non-split in L/DP (i.e. g′ = 1).

Proof. Suppose that PoL = P · · ·P′, where P 6= P′. By transitivity of Galois action,
there exists γ ∈ ΓP such that Pγ = P′, which is a contradiction since ΓP = StabΓ(P).

Proposition 6.4 Let ρ : ΓP → Gal(`/k) be the homomorphism described above.
Then ρ is surjective.

Proof. Viewing decomposition groups as stabilizers, we have Gal(L/K)P = ΓP =
Gal(L/DP)P. We also have the following diagram:

ρ : Gal(L/K)P
//

⊇

Gal(`/k)

⊇

ρ : Gal(L/DP)P
// Gal(`/d)

To prove the proposition, it will suffice to show that Gal(`/k) = Gal(`/d) (i.e. k = d)
and that ρ : Gal(L/DP)P → Gal(`/d) is surjective.

First we perform reduction to Γ = ΓP. We wish to show that k = d, i.e. that f = f ′.
From Galois theory, [DP : K] = [Γ : ΓP] = g (since Γ acts transitively on the g Pi’s).
Recall (see Theorems 4.1 and 4.3) that [L : K] = efg. Also,

[L : K] = [L : DP][DP : K] = e′f ′g′[DP : K] = e′f ′[DP : K] = e′f ′g
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(where the penultimate equality follows from Lemma 6.3). Putting all this together,
we have efg = e′f ′g, i.e. ef = e′f ′. Next, we note that f ′ = [` : d] and f = [` : k],
and so f ≥ f ′ since ` ⊇ d ⊇ k. Now PoL = Pe′ (from Lemma 6.3). Also,

poL = (poDP
)oL = (Ph · · · )oL = Phe′ · · ·

But in addition we have poL = Pe · · · (by the definition of e). Comparing yields
e ≥ e′. We therefore have that k = d, as required.

Without loss of generality, take Γ = ΓP and DP = K. Let x ∈ oL. We want to prove
that {xγ = x̄ρ(γ)}γ∈Γ=ΓP

runs through all Galois conjugates of x̄ in `/k. Let x have
minimal polynomial f(T ) over K. Let x̄ have minimal polynomial ḡ(T ) over k. Now
f(x) = 0, and so f̄(x̄) = 0, and so ḡ | f̄ . The group Γ acts transitively on the roots
of f(T ). Hence ρ(Γ) acts transitively on the roots of f̄(T ), whence on those of ḡ(T )
also.

So we now have ρ : ΓP � Gal(`/k) and [d : k] = f . Also g|ΓP = n = efg, so
|ΓP| = ef . Now |Gal(`/k)| = f and |ΓP| = ef , so TP = | ker(ρ)| = e. We have
Γ ⊇ ΓP ⊇ TP.

Corollary 6.5 If p is unramified in L/K, then ΓP ' Gal(`/k).

Proof. In this case, |TP| = e = 1.

Recall that since `/k is an extension of finite fields, Gal(`/k) is generated by the
Frobenius automorphism Frob(`/k) given by x 7→ x|k|.

Definition 6.6 Let p denote an unramified prime of L/K. Then there exists a unique
(P, L/K) ∈ ΓP such that ρ(P, L/K) = Frob(`/k). The element (P, L/K) is called
the Frobenius element of P in L/K.
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6.1 Elementary Properties of the Frobenius Ele-

ment

Proposition 6.7

1. (Pγ, L/K) = γ−1(P, L/K)γ for all γ ∈ Gal(L/K).

2.

L′ P′

L P

K p

Let Gal(L/K) = Γ and Gal(L′/K) = Γ′. Suppose that L′/K is unramified at
p. We have θ : Gal(L′/K) � Gal(L/K) by restriction. Then θ(P′, L′/K) =
(P, L/K).

Proof.

1. First observe that the map x 7→ xγ
−1

induces an isomorphism of fields oL/P
γ ∼→

oL/P. Let q = Np = |k|. Then (xγ
−1

)(P,L/K) ≡ (xγ−1)q (mod P) for all x ∈ oL.
Apply γ to both sides. This gives

xγ
−1(P,L/K) ≡ xq (mod Pγ)

for all x ∈ oL. Hence, by definition, γ−1(P, L/K)γ = (Pγ, L/K).

2. By definition of restriction, for x ∈ oL, we have xθ(γ
′) = xγ

′
for all γ′ ∈ Γ′. In

particular, for γ′ = (P′, L′/K), we have

xθ(P
′,L′/K) = x(P′,L′/K) ≡ xq (mod P′) ≡ xq (mod P′ ∩ oL) ≡ xq (mod P).

Therefore, by definition of (P, L/K) and the uniqueness of the Frobenius auto-
morphism, we have θ(P′, L/K) = (P, L/K).
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Example. Let L = Q( 3
√

2, ω), where ω is a primitive cube root of unity. Then
Gal(L/Q) ' S3.

Claim. No prime p is totally inert in L/Q. For if it were, then we would have
ρ : Gal(L/Q)

∼→ Gal(`/Fp) (an isomorphism since there is no ramification, and
ΓP = Gal(L/Q) because p does not split). But the left side is S3, and the right
side is a Galois group of a finite extension of finite fields and so is cyclic. This is a
contradiction.

Exercise. Prove the same result by considering the factorization of x3 − 2 (mod p).

6.2 Cyclotomic Fields

Recall from Galois theory that (Z/mZ)×
∼→ Gal(Q(ζm)/Q) via a (mod m) 7→ (σa :

ζm 7→ ζam).

Theorem. (Kronecker-Weber) Let K/Q be an abelian extension. Then there exists
an m such that K ⊆ Q(ζm).

Note. If o is the ring of integers of Q(ζm), then Z[ζm] ⊆ o (in fact, this inclusion is
an equality). However, we certainly have

∆(1, ζ, . . . , ζϕ(m)−1) =
∏
ζ 6=ζ′

mth roots

(ζ − ζ ′),

and L’Hôpital’s rule gives

lim
x→1

xm − 1

x− 1
= m =

∏
ζ 6=1

(1− ζ).

So if (p) | (1 − ζ) (where ζ 6= 1), then p | m. Also, if p ramifies in Q(ζm)/Q, then
p | m. Also, we have ζ ≡ ζ ′ (mod p), and so ζ = ζ ′ if p - m.
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Theorem 6.8 (Decomposition in cyclotomic extensions) Let (m, p) = 1, and let n
denote the order of p in (Z.mZ)×. Then n = f (i.e. the residue class extension degree
of p in Q(ζm)/Q).

Proof.
L = Q(ζm)

Γ

P

K = Q p

Γ is abelian, with Γ ' (Z/mZ)×. Let P be a prime in Q(ζm) above p, and set f = fP.
We know that f is the order of (P,Q(ζm)/Q). Furthermore, we have (Pγ, L/K) =
γ−1(P, L/K)γ = (P, L/K) since Γ is abelian. So we can denote this automorphism

unambiguously by (P, L/K). Then ζ
(P,L/K)
m ≡ ζpm (mod P). So ζ

(P,L/K)n

m ≡ ζp
n

m ≡ ζ
(mod P), since n is the order of p in (Z/mZ)×, so (P, L/K)n = 1 since p is unramified
in L/K (and so ρ is injective), and so f | n. Now suppose for a contradiction that
f < n. Then

ζ(P,L/K)f ≡ ζp
f ≡ ζ (mod P),

and so ζp
f−1 − 1 ∈ P. Since f < n, pf 6≡ 1 (mod m), and so ζp

f−1 − 1 can be chosen
to be nonzero. By the above note, ζp

f−1 − 1 has divisors only dividing m. This is a
contradiction, since (m, p) = 1. Hence f = n.

Theorem 6.9 (Quadratic Reciprocity) Let p and q be distinct odd primes. Then(
p

q

)(
q

p

)
= (−1)

p−1
2

q−1
2 .

Proof. Let q∗ = (−1/q)q. Then L = Q(
√
q∗) is the unique quadratic subfield of

Q(ζq). There are at least two ways to see this:

1. Γ = Gal(Q(ζq)/Q) ' (Z/qZ)×, and this has a unique subgroup of index 2.
Hence Q(ζq)/Q contains a unique quadratic subfield L, and q is the unique
ramified prime in L. So L = Q(

√
q∗).

2. (See problems) Let x be the unique character of Γ of order 2, and consider the
Gauß sum

τ(χ, ζq) =
∑
γ∈Γ

χ(γ)ζγq ∈ Q(ζq).
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Then

τ(χ, ζq)
2 =

(
−1

q

)
q = q∗.

Hence Q(
√
q∗) ⊆ Q(ζq).

Note that p does not ramify in L/Q (via consideration of discriminants). Kummer’s
criterion implies that p is split or inert in L/Q according as (q∗/p) = +1 or −1,
respectively. (Consider x2 − q∗ ≡ 0 (mod p).)

Q(ζq) P

L = Q(
√
q∗) p

Q p

Proposition 6.7(2) implies that (P,Q(ζq)/Q) |L= (p, L/Q). Now p is split or inert in
L/Q according as fp = 1 or 2, i.e. according as (p, L/Q) = 1 or 6= 1 (since (p, L/Q)
generates Γp and |Γp| = fp), i.e. according as p (mod q) is a square or nonsquare
(mod q), i.e. according as (p/q) = +1 or −1. Hence, equating these methods of
evaluation (p/q), we see that

(
p

q

)
=

(
q∗

p

)
=


(
−1
q

)
q

p

 = (−1)
p−1
2

q−1
2

(
q

p

)
from Euler’s criterion.

6.3 Quadratic Reciprocity in Totally Real Number

Fields

Definition 6.10

1. Let K be a number field. We call K totally real if, for all field embeddings
σ : K ↪→ C, we have σ(K) ⊆ R (i.e. n = s, using the notation from the
geometry of numbers).
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2. Let x ∈ K×. We call x totally positive if σ(x) > 0 for all real embeddings σ.

3. Let x ∈ K×. We call x 2-primary if x is odd and if there exists y ∈ K× such
that x ≡ y2 (mod∗ 4oK).

Explanation.

1. x is odd means that no primes lying above 2 occur in the prime factorization
of x.

2. The congruence is to be interpreted as follows: Suppose that 4oK = pa1
1 · · · pam

m .
We demand that vpi

(x− y2) ≥ ai for i = 1, . . . , n.

Definition 6.11 Let p be an odd prime; let k = oK/p; let x ∈ oK \ p. Then(
x

p

)
=

{
+1 if x is a square (mod p),

−1 otherwise.

1. If x ≡ y (mod p), then (x/p) = (y/p).

2. Since k× is cyclic, (x/p)(y/p) = (xy/p).

3. (x/p) ≡ x(N−p−1)/2 (à la Euler).

More generally, let n = p1 · · · pm (where the pi’s are not necessarily distinct primes),
and suppose that (x, n) = 1. Then set (x/n) =

∏m
i=1(x/pi). We have results analo-

gous to (1) and (2) above.

We shall aim to prove:

Theorem 6.12 Let K be totally real. Let α, β be two odd, coprime elements of oK ,
and suppose that one of the is 2-primary. Then(

α

(β)

)(
β

(α)

)
= (−1)

Pn
i=1 εi(α)εi(β),
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where εi(α) = sgn(σi(α))−1
2

, σi : K ↪→ R, and εi(β) is defined similarly.

Exercise. Show that if K = Q, then we recover the usual quadratic reciprocity law.

For the proof, we shall assume that oK is a PID. This is to avoid excessive technical-
ities.

Definition 6.13 Let V be a Q-vector space endowed with a nondegenerate Q-bilinear
form 〈·, ·〉 : V × V → Q. Let Λ ⊆ V be a lattice, i.e. Λ is finitely generated over Z
and ΛQ = V . Define the dual Λ∗ of V by Λ∗ = {v ∈ V : 〈v,Λ〉 ⊆ Z}.

Examples.

1. V = Qn, Λ = Zn, 〈x, y〉 = x · y (the usual dot product). Then check that
Λ∗ = Λ, i.e. Λ is self-dual. If Λ = mZn, then Λ∗ = 1

m
Λ.

2. V = K, Λ = a (initially oK). 〈x, y〉 = TrK/Q(xy). By the problems, o×K = {x ∈
K | Tr(xoK) ⊆ Z} = D−1 (the inverse different).

Definition 6.14 (Generalized Gauß Sum.) Let D = (d), and let ω = b/ad, where
(a, b) = 1 and a, b ∈ oK \ {0}. Then

τa(ω) :=
∑

α∈oK (mod a)

e(Tr(α2ω))

(where e(x) = e2πix).

Note. If α ≡ β (mod a), then Tr(α2ω − β2ω) = Tr((α − β)(α + β)ω) ∈ Z because
(α− β)ω ∈ D−1. Hence τa(ω) is well-defined.

Remark 6.15 Tr(a) ⊆ Z iff Da ⊆ oK (cf the definition of the different!). We refer
to a above as the essential denominator.
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Lemma 6.16 If (a) ( oK , then s =
∑

α∈oK (mod a) e(Tr(αω)) = 0.

Proof. Recall that ω = b/ad. Thus (dω) 6⊆ oK , and so applying Remark 6.15, we see
that there exists some θ′ ∈ (ba−1d−1) so that Tr(θ′) 6∈ Z, so there is some θ ∈ oK so
that Tr(θω) 6∈ Z (take θ = θ′/ω). Hence we have e(Tr(θω))s =

∑
e(Tr(α+ θ)ω) = s.

But e(Tr(θω)) 6= 1, and so s = 0.

We shall now reduce the calculation of τa(ω) to the case in which a is prime. Initially,
suppose that a = a1a2 with (a1, a2) = 1. Then oK/(a)

∼→ oK/(a1)× oK/(a2) given by
x 7→ (xa2, xa1). Write ω = b/ad = b/a1a2d. Then

τa(ω) =
∑

x∈oK (mod a)

e

(
Tr

(
x2b

a1a2d

))

=
∑
x

e

(
Tr

(
x2a2

a1

b

d
+ x2a1

a2

b

d

))
=

∑
x

e

(
Tr

(
x2a2

a1

b

d
+ x2a1

a2

b

d
+ 2x2a1a2

b

a1a2d

))
.

Now 2x2a1a2b/d = 2x2b/d, and Remark 6.15 implies that the trace of this element is
an integer. Thus

τa(ω) =
∑
x

e

(
Tr

(
x2a2

a1

b

d
+ x2a1

a2

b

d

))
=

∑
x (mod a1)

e

(
Tr

(
x2a2

a1

b

d

)) ∑
x (mod a2)

e

(
Tr

(
x2a1

a2

b

d

))
= τa1(a

2
2ω)τa2(a

2
1ω).

Lemma 6.17 Let π be an odd prime element of oK , and let n ≥ 2. Then if ω = b/πnd,
we have

τπn(ω) =

{
|Nπ|n/2 if n is even,

|Nπ|(n−1)/2τπ(π
n−1ω) if n is odd.
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Proof. It suffices to establish the relation

τπn

(
b

dπn

)
= |Nπ|τπn−2

(
b

dπn−2

)
for n ≥ 2. Let x range through oK (mod πn−1). Let y range through oK (mod π).
Then

τπn

(
b

dπn

)
=

∑
x,y

e(Tr(x+ πn−1y)2ω)

=
∑
x,y

e(Tr(x2 + 2xyπn−1)ω)

=
∑
x

e(Tr(x2ω))
∑
y

e(Tr(2xyπn−1ω)).

Set

Sx =
∑

y∈oK (mod π)

e(Tr(2xyπn−1ω)) =
∑
y

e

(
Tr

(
2xy

b

πd

))
.

By Lemma 6.16, Sx = 0 unless π | x, in which case Sx = |Nπ| (because then each
term in the sum is equal to 1). So

τπn

(
b

πnd

)
= |Nπ| ·

∑
x∈(π) (mod πn−1)

e(Tr(x2ω)).

Set x = πx′. Then x′ ranges through oK (mod πn−2), and so we obtain

τπn

(
b

πnd

)
= |Nπ|τπn−2

(
b

dπn−2

)
.

The crucial link between Gauß sums and quadratic reciprocity is given by the follow-
ing result:

Theorem 6.18 Let x ∈ oK , and suppose that a is odd, with (x, a) = 1. Then, with
the above notation (ω = b/πd), τa(xω) = τa(ω)(x/(a)).
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Proof. By the above work, we can without loss of generality take π to be prime. We
have

τπ(xω) =
∑

α∈oK (mod π)

e(Tr(α2ωx)) =
∑

β∈oK (mod π)

e(Tr(βωx))

{(
β

π

)
+ 1

}

(since we are only interested in squares). By Lemma 6.16,∑
β

e(Tr(βωx)) = 0.

So we obtain

τπ(xω) =
∑

β∈oK (mod π)

e(Tr(βωx))

(
β

π

)
. (1)

Setting x = 1 yields

τπ(ω) =
∑
β

e(Tr(βω))

(
β

ω

)
.

So

τπ(ω)
(x
π

)
=
∑
β

e(Tr(βω))

(
βx

π

)
=
∑
β

e(Tr(βxω))

(
βx2

π

)
= τπ(xω).

In order to establish generalized quadratic reciprocity, we need to show the following
reciprocity relation for Gauß sums:

Theorem 6.19 Let ω = b/ad as before. For x ∈ K×, set S(x) =
∑

σ:K↪→R sgn(σ(x))
(called the total signature of x). Then we have the following reciprocity law for
Gauß sums:

τa(ω)

|Na|1/2
=

1

(
√

2)n
1

|N(4b)|1/2
e

πi
4
S(ω)τ4b

(
−a
4bd

)
.

Proof. Needs lots of ϑ functions!!!
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6.4 Theta Functions

Lemma 6.20 Let Q denote a positive definite quadratic form on Rn. Then there
exists a c > 0 such that Q(x) ≥ c‖x‖2 for all x ∈ Rn.

Proof. Consider the restriction Q |Sn of Q to Sn, the unit sphere in Rn. As Q is
continuous and Sn is compact, Q |Sn attains its bounds on Sn. Since Q is positive
definite, we have Q |Sn (x) ≥ c > 0 for all x ∈ Sn. The general result now follows by
scaling.

Theorem 6.21 Let Q be a positive definite quadratic form on Rn. Define

TQ(u) =
∑

m∈Zn

e−πQ(m+u).

This series is absolutely and uniformly convergent on Rn. It is periodic on Zn. Fur-
thermore, TQ, together with all its partial derivatives, is continuous on Rn.

Proof. Periodicity is plain. By Lemma 6.20, we have Q(m + u) ≥ c‖m + u‖2,
so e−πQ(m+u) ≤ e−πc‖m+u‖2 . Suppose that C is a real positive constant, and u =
(u1, . . . , un) with |ui| < C/2. Then, by the above,

e−πQ(m+u) ≤ e−πc(
P
m2

i−C
P
|mi|+K),

where K is a constant depending only upon C. Let ε > 0, and take m such that
‖m‖ > ε−1. For such m, we have the following inequalities:

|m1|+ |m2|+ · · ·+ |mn| ≤
√
n‖m‖ ≤

√
nε‖m‖2

(since ε‖m‖ > 1). So we obtain

e−πQ(m+u) ≤ e−πC‖m‖2(1−C
√
nε)−πCK .

By choosing ε to be sufficiently small, we may assume that a := 1− C
√
nε > 0. So,

with finitely many exceptions, we have that TQ is bounded by
∑

mDeπaC‖m‖2 (where
D := e−πCK). However, this last expression is just a product of “1-dimensional”
series, which compares with a geometric series. This yields absolute and uniform
convergence of our series. [The part about partial derivatives is left as an exercise,
but here is a hint: Partial differentiation just introduces polynomials in m1, . . . ,mn
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of even degree — easily “overcome” by e−πam
2
.]

Since TQ is Z-periodic and C∞, we can form the Fourier series of TQ:

TQ(u) =
∑

m∈Zn

ame
2πimt·u,

where

am =

∫ 1

0

TQ(u)e2πim
t·u du,

and we have convergence at all points.

Proposition 6.22 We have

am =

∫ ∞

−∞
e−πQ(u)+2πimt·u du.

Proof. Using the series definition of TQ and interchanging the order of integration
and summation (by absolute and uniform convergence), we obtain

am =
∑
k

∫ 1

0

e−πQ(k+u)+2πimt·u du.

Make the substitution ui 7→ ui − ki (where k = (k1, . . . , kn)). Then

am =
∑
k

∫ k+1

k

e−πQ(u)+2πimt·u du =

∫ ∞

−∞
e−πQ(u)+2πimt·u du.

Now we introduce some arithmetic.

Recall. σ : K ↪→ Rn, σ(x) = (xσi) = (σi(x)). We now pick a Z-basis α1, . . . , αn
of a given oK-ideal a. Let t1, . . . , tn denote a set of independent, real, positive vari-
ables. Let Q = Qt,a be the quadratic form given by Qt,a(u) =

∑n
i=1 tiz

2
i , where
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zj =
∑

q α
σj
q uq. Let A = (σi(αq)). Then the matrix A transforms Zn into σ(a). Also,

det(A) = |dK/Q|1/2 ·Na = 0 (see Proposition 5.13). We note that Qt,a(u) is positive
definite.

Definition 6.23
ϑ(t, z, a) := TQt,a(u). (2)

(Observe that this definition makes sense since Q = Qt,a is positive definite (see
Theorem 6.21).) Also observe that

ϑ(t, z, a) = TQt,a(u)

=
∑

m∈Zn

exp(−πQ(m + u))

=
∑

m∈Zn

exp

−π n∑
j=1

tj

(∑
q

ασj
q (mq + uq)

)2


=
∑

m∈Zn

exp

−π n∑
j=1

tj

(
zj +

∑
q

mqα
σj
q

)2
 .

Hence we have

ϑ(t, z, a) =
∑
µ∈a

exp

(
−π

m∑
j=1

tj(µ
σj + zj)

2

)
. (3)

By previous work (see Proposition 6.22) we know that

am =

∫ ∞

−∞
exp

(
−π
∑

tpz
2
p + 2πimt · u

)
du. (4)

We wish to transform this into an integral in z-space.

Lemma 6.24 Let {β1, . . . , βn} denote a dual basis of K with respect to the basis
{α1, . . . , αn}. Then {βi} is a Z-basis of the ideal a−1D−1 and

uk =
n∑
j=1

σj(βk)zj =
n∑
j=1

β
σj

k zj. (5)
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Proof. We know that a−1D−1 identifies as the dual H = HomZ(a,Z) of a (via the
trace pairing). We now observe that Tr(βi,−) are a Z-basis for H. Thus indeed the
{βi} are a Z-basis of a−1D−1.

n∑
j=1

σj(βk)zj =
∑
j

σj(βk)
∑
q

σi(αq)uk

=
∑
q

Tr(αqβk)uq

=
∑
q

δqkuq

= uq.

Next, observe that for any m ∈ Zn,

mt · u =
∑
k

mkuk =
∑
j,k

σj(βk)mkzj =
∑
j

σj(λ)zj,

where λ =
∑

imiβi ∈ a−1D−1. Note that as m ranges through all of Zn, λ ranges
through all of a−1D−1.

We now apply the Jacobian transformation in Lemma 6.24 to the integral

am =

∫ ∞

−∞
exp

(
−π
∑

tpz
2
p + 2πimt · u

)
du

to deduce that

am =
1

|dK |1/2Na

∫ ∞

−∞
exp

(
−π
∑
j

tjz
2
j + 2πiσ(λ)t · z

)
dz. (6)

The following is easily checked:
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Lemma 6.25∫ ∞

−∞
e−πtz

2+2πiλz dz = e−πλ
2/t

∫ ∞

−∞
e−πt(z−

iλ
t )

2

dz =
e−πλ

2/t

√
t

.

Applying Lemma 6.25 to each variable zj in (6), we obtain:

Theorem 6.26

ϑ(t, z, a) =
1√

t1 · · · tn|dK |1/2Na

∑
λ∈a−1D−1

exp

(
−π

n∑
j=1

(λσj)2

tj
+ 2πimt · u

)
,

where λ =
∑n

i=1miβi.

Note. Here, and in the sequel,
√
t1 · · · tn =

√
t1
√
t2 · · ·

√
tn. Originally, Theorem 6.26

is established only for real positive t. However, the result extends to all t ∈ Cn with
<(ti) > 0 (i = 1, . . . , n), and where we take the branch of the square root already
chosen.

We now set z = 0 and write ϑ(t, a) := ϑ(t,0, a). These values are known in the
literature as the ϑ-Nullwerte.

Theorem 6.26 yields the so-called ϑ-transformation formula.

Theorem 6.27 Replacing a by f and writing 1
t

=
(

1
t1
, . . . , 1

tn

)
,

ϑ(t, f) =
1√

t1 · · · tn|dK |1/2N f
ϑ

(
1

t
, f−1D−1

)
.

Corollary 6.28 (Poisson summation formula) Set t = 1. Then∑
α∈f

e−πQ(α) =
1

|dK |1/2N f

∑
β∈f−1D−1

e−πQ(β).
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(See e.g. Serre, A Course in Arithmetic, Chapter 7, §6, Proposition 15.)

Lemma 6.29 For each i (i = 1, . . . , n), let ti → 0 in such a way that <(t−1
i )→ +∞.

Then

lim
t→0

√
t1 · · · tnϑ(t, z, a) =

1

|dK |1/2Na
.

(Observe that the right-hand side is independent of z.)

Proof. Let r = min(<(t−1
i )). Then∣∣∣∣∣exp

(
−π
∑
j

(λ2)σj

tj

)∣∣∣∣∣ ≤ exp
(
−πr

∑
(λ2)σj

)
.

Observe that the modulus of the left-hand side is the same as the modulus of

exp

(
−π
∑
j

(λ2)σj

tj
+ 2πiσ(λ)t · z

)
.

Recall that λ =
∑
miβi (with previous notation), m ∈ Zn. Thus

∑
j(λ

2)σj is a
positive definite quadratic form in the variables mi. Thus Lemma 6.20 implies that
there exists c > 0 such that

∑
j(λ

2)σj ≥ c‖m‖2. Thus by Theorem 6.26,∣∣ϑ(t, z, a)
√
t1, · · · tn|dK |1/2Na− 1

∣∣ ≤ −1 +
∑
m

e−πrc‖m‖2

=

(
∞∑

m=−∞

e−πrcm
2

)n

− 1

≤
(

1 +
2ce−πrc

1− e−πrc

)
− 1,

which approaches 0 as r →∞.

We next wish to relate the Gauß sum to the ϑ functions: Let ω = b/ad, (a, d) = 1,
f = oK . Fix x = (x, x, . . . , x) for some x > 0. Then set tj = x − 2iσj(ω). From the
definitions (see Definition 6.23), we obtain

ϑ(x− 2iσ(ω), oK) =
∑
µ∈oK

exp
(
−π
∑

(x− 2iσj(ω))× σj(µ2)
)
.
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Write (a) = a, (b) = b, etc. Let {ρ} denote a set of representatives of oK (mod a).
Then write µ = ρ+ ν with ν ∈ a. We have

ϑ(x− 2iσ(ω), oK) =
∑
ρ rep
ν∈a

exp(−π(x− 2iσj(ω))σj(ν + ρ)2)

=
∑
ρ,ν

exp((−πxt · σ(−ν + ρ)2) + 2πiTr(ω(ν + ρ)2)).

Note that Tr(ω(ν2 + 2ρν)) ∈ Z, and so

ϑ(x− 2iσ(ω), oK) =
∑
ρ

exp(2πiTr(ωρ2))
∑
ν∈a

exp(−πxt · σ(ν + ρ)2).

Now apply Lemma 6.29 by multiplying both sides by xn/2 and letting x → 0. This
yields

lim
x→0

xn/2ϑ(x− 2iω, oK) =
1

|dK |1/2Na

∑
ρ

exp(2πiTr(ωρ2)) =
τa(ω)

|dK |1/2Na
.

We now repeat the manipulation for ϑ(t,D−1). (Hopefully, we then get our reci-
procity relationship on comparing and using the ϑ-transformation formula.)

Let b1 = 4b and (b1) = b1.

Note. a
4b

= 1
4ωd

(where ω = b/ad).

Let µ ∈ oK and set µ = ρ+ ν, where ν ∈ b1 and {ρ} is a set of representatives of oK
(mod b1).

Recall. tj = x− 2iσj(ω).

Note.
1

tj
=

1

x− 2iσj(ω)
=

i

2σj(ω)
+ yj, (7)

where yj = −ix
2σj(ω)(x−2iσj(ω))

. Note that <
(

1
yj

)
=

4σj(ω
2)

x
.
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By definition,

ϑ

(
1

t
,D−1

)
=
∑
µ∈oK

exp

(
−π
∑
j

(
yj +

i

2σj(ω)

)
× σj(µd−1)2

)
.

Set µ = ρ+ ν. As previously, we get

ϑ

(
1

t
,D−1

)
=
∑
ρ

exp

(
−2πiTr

(
ρ2

4d2ω

))
× ϑ(r,σ(ρ), b1),

where r = (rj) with rj =
yj

σj(d2)
. Observe that

∑
ρ

exp

(
−2πiTr

(
ρ2

4d2ω

))
= τb1

(
−1

4d2ω

)
.

Write τ2 := τb1
( −1

4d2ω

)
. Applying Lemma 6.28 again yields

lim
r→0

√
r1 · · · rnϑ

(
1

t
,D−1

)
=

1

|dK |1/2Nb1

· τb1
(
−1

4d2ω

)
. (8)

Note that Nd = |dK | and that
√
r1 · · · rn = 1

|dK |
√
y1 · · · yn.

Lemma 6.30

lim
x→0+

1

xn/2

√
y1 · · · yn
(Nd)2

=
1

N(2ωd)

(where ω = b/ad).

Proof. Recall that yj = −ix
2σj(ω)(x−2iσj(ω))

. Suppose that x is small, i.e. x ∼ 0. Then

yj
x
∼ −i

2σj(ω)2 · 2i
∼ 1

4σj(ω2)
=

1

(N(2ω))2
,

and now the result follows.

Then applying the definition of rj and Lemma 6.30 to (8) yields

lim
x→0

xn/2ϑ(t−1,D−1) =
τ2

Nb1|dK |1/2
|N(2ωd)|. (9)
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By Theorem 6.27, we know that

lim
x→0

xn/2ϑ(t, oK) =
1

|dK |1/2
lim
x→0

1√
t1 · · · tn

lim
x→0

xn/2ϑ(t,D−1)

(where tj = x− 2iσj(ω)).

Lemma 6.31

lim
x→0

√∏
j

(x− 2iσj(ω)) = |N(2ω)|1/2 × e−
πi
4
S(ω),

where S(ω) =
∑

j sgn(σj(ω)).

Proof. Exercise.

So from (9) and Lemma 6.31, we obtain

τa(ω)

|dK |1/2Na
=

1

|dK |1/2
· e

πi
4
S(ω)

|N(2ω)|1/2
× τ2
|Nb1| |dK |1/2

· |N(2ωd)|.

Here ω = b/ad. Rewriting gives

RHS =
1

|dK |
e

πi
4
S(ω) · τ2

N(4b)
|N(2ω)|1/2 × |Nd|

= e
πi
4
S(ω) τ2

N(4b)

∣∣∣∣N ( 2b

ad

)∣∣∣∣1/2
= e

πi
4
S(ω) τ2

N(4)N(b)
· |N(2)|1/2|N(b)|1/2

|N(a)|1/2|N(d)|1/2
.

So the original equation becomes

τa(ω)

|dK |1/2Na
= e

πi
4
S(ω) |N(2)|1/2

N(4)
· τ2
|N(b)|1/2|N(a)|1/2

× 1

|N(d)|1/2
,

i.e.
τa(ω)

|Na|1/2
=

e
πi
4
S(ω)τ2

(
√

2)n(N(4b))1/2

(where τ2 := τb1
( −1

4d2ω

)
), and this is a reciprocity relation for Gauß sums (see Theorem

6.19).
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Lemma 6.32 The Gauß sums τ4 and τa (for a an odd algebraic integer) are both
nonzero.

Proof. Consider τ4a
(

1
4ad

)
. By the remarks preceding Lemma 6.17, τ4a is a product

of τ4 and τa. Hence it is sufficient to prove that τ4a 6= 0. Replace a by 4a and b by 1
in the above reciprocity relation for Gauß sums:

τ4a

(
1

4ad

)
=
e

πi
4
S(ω)(N(4a))1/2

(
√

2)nN(4b)1/2
× τ1

(
−a
d

)
.

Now τ1
(−a
d

)
= 1, and so the right-hand side is nonzero. The result follows.

Proof of generalized quadratic reciprocity. Let α and β be two odd, coprime in-
tegers of oK , and suppose that α is 2-primary (α is congruent to a square (mod 4oK)).
Then

ταβ(ω) = τβ(α
2ω)τα(β

2ω) = τβ

(
α

βd

)
τα

(
β

αd

)
.

Applying Theorem 6.18 yields

ταβ(ω) =

(
β

α

)(
α

β

)
τβ

(
1

βd

)
τα

(
1

αd

)
.

Applying reciprocity to each of the three Gauß sums yields

e
πi
4
S(ω)τ4

(−αβ
4d

)
|N(αβ)|1/2

(
√

2)n(N(4))1/2
=

(
α

β

)(
β

α

)
e

πi
4
S(βd)τ4

(−β
4d

)
|N(β)|1/2

(
√

2)n(N(4))1/2
×
e

πi
4
S(αd)τ4

(−α
d

)
|N(α)|1/2

(
√

2)n(N(4))1/2
.

Hence (
α

β

)(
β

α

)
=
v(α, β)|N(8)|1/2 · τ4

(−αβ
4d

)
τ4
(−α

4d

)
τ4
(−β

4d

) , (10)

where v(α, β) = exp
(
πi
4
(S(αβd)− S(αd)− S(βd))

)
. Recall that α is congruent to a

square (mod 4) to deduce that

τ4

(
−αβ
4d

)
= τ4

(
−β
4d

)
, (11)

τ4

(
−α
4d

)
= τ4

(
−1

4d

)
. (12)
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Setting α = β = 1 in (10) yields

1 = e−
πi
4
S(d)τ4

(
−1

4d

)−1

|N(8)|1/2. (13)

Substitute (11) and (12) into (10) and use (13) to deduce that(
α

β

)(
β

α

)
= exp

(
πi

4
(S(αβd)− S(−αd)− S(−βd) + S(d))

)
.

Write λ := S(αβd)− S(−αd)− S(−βd) + S(d). Observe that for any α, β, d ∈ R×,

sgn(αβd)− sgn(αd)− sgn(βd) + sgn(d) = (sgn(α)− 1)(sgn(β)− 1) sgn(d)

≡ (sgn(α)− 1)(sgn(β)− 1) (mod 8)

(just consider the different possibilities to see this). Recall that we defined εi(α) =
sgn(σi(α))−1

2
. Hence

e
πiλ
4 = (−1)

Pn
i=1 εi(α)εi(β).

Thus (
α

β

)(
β

α

)
= (−1)

Pn
i=1 εi(α)εi(β),

and this is generalized quadratic reciprocity.

Highly Recommended Exercise. Set K = Q. Determine the signs of the Gauß

sums τp

(
1
p

)
. We have shown in the problems that

τp

(
1

p

)
=

{
±√p if p ≡ 1 (mod 4),

±i√p if p ≡ 3 (mod 4).

Find the signs.
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Chapter 7

Absolute Values and Completions

Definition 7.1 An absolute value on a field K is a function | · | : K → R which
satisfies the following properties:

1. For all x ∈ K, |x| ≥ 0, and |x| = 0 iff x = 0.

2. |xy| = |x| · |y|.

3. |x+ y| ≤ |x|+ |y|.

(We shall exclude the trivial absolute value given by |x| = 1 for all x 6= 0.)

The absolute value | · | endows K with the structure of a metric space. Two absolute
value on K are said to be equivalent if they define the same topology.

Proposition 7.2 Two absolute values | · |1 and | · |2 are equivalent iff there exists
λ ∈ R, λ > 0, such that | · |1 = | · |λ2 .

Proof. | · |2 and | · |λ2 are equivalent: exercise. For the reverse direction, first note that
| · |1 is equivalent to | · |2 means that |x|1 < 1 iff |x|2 < 1 for all x ∈ K (since |x| < 1
iff xn → 0 in the | · | topology, for any | · |). Take a fixed y ∈ K with |y|1 > 1 (such a
y certainly exists since | · |1 is nontrivial). We shall show that there exists λ > 0 such
that |z|1 = |z|λ2 whenever |z|1 > 1. This is sufficient: if 0 < |x|1 < 1, then |xyn|1 > 1
for some positive integer n. Hence |xyn|1 = |xyn|λ2 , so |x|1 · |yn|1 = |x|λ2 · |yn|λ2 , and
hence |x|1 = |x|λ2 . So suppose that |z|1 > 1. Then |z|1 = |y|α1 for some α > 0. Hence, if

m and n are positive integers with m/n > α, then |z|1 < |y|m/n1 , and so |zn/ym|1 < 1.
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So |zn/ym|2 < 1 also, and |z|2 < |y|m/n2 . Similarly, if m/n < α, then |z|1 > |y|m/n1 ,

and this implies that |z|2 > |y|m/n2 . It follows, therefore, that |z|2 = |y|α2 . Hence we
have

log |z|2
log |y|2

= α =
log |z|1
log |y|1

and

log |z|1 =

(
log |y|1
log |y|2

)
log |z|2.

So |z|1 = |z|λ2 , with λ = log |y|1
log |y|2 , and this holds for all z with |z|1 > 1 since λ is inde-

pendent of z.

Theorem 7.3 (Weak Approximation Theorem) Let | · |1, . . . , | · |s be pairwise inequiv-
alent absolute values on a field K. Suppose that x1, . . . , x2 ∈ K and ε > 0. Then
there exists x ∈ K such that |x− xi|i < ε for i = 1, . . . , s.

Proof. Consider first the two absolute values |·|1 and |·|2. Since they are inequivalent,
there exists α ∈ K with |α|1 < 1 and |α|2 ≥ 1 and β ∈ K with |β|1 ≥ 1 and |β|2 < 1.
Set y = β/α. Then |y|1 > 1 and |y|2 < 1. We claim that we can find y ∈ K such that
|y|1 > 1 and |y|i < 1 for i = 2, . . . , s. The claim follows via induction on s; we’ve done
the case s = 2. So suppose s ≥ 3. By our inductive hypothesis, there exists b ∈ K
with |b|1 > 1, |b|i < 1 for i = 2, . . . , s− 1. Also, since | · |1 and | · |s are inequivalent,
there exists c ∈ K such that |c|1 > 1, |c|2 < 1. For sufficiently large r, define y by

y =


b if |b|s < 1

cbr if |b|s = 1
cbr

1+br
if |b|s > 1.

This establishes the claim. Hence we can choose aj ∈ K such that |aj|j > 1 and
|aj|i < 1 for i 6= j. Observe that for large r, |arj(1 + arj)

−1|i is very small when i 6= j.
Also |arj(1 + arj)

−1 − 1|j is very small. Set

x =
s∑
j=1

(
arj

1 + arj

)
xj.

This satisfies the conditions of the theorem for sufficiently large r.
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Remark. This is an analogue of the Chinese Remainder Theorem.

Definition 7.4 The absolute value | · | is called archimedian if |n| > 1 for some
element n of the prime subring of K; otherwise | · | is non-archimedian.

Equivalent absolute values are simultaneously archimedian or non-archimedian.

Examples.

1. Suppose that v is a discrete valuation on a field K (see Definition 2.14), and
choose ε ∈ R with 0 < ε < 1. Then |x|v = εv(x) defines an absolute value. If
K is the quotient field of a Dedekind domain and v is a p-adic valuation, then
| · |v is called a p-adic absolute value. (Different values of ε give equivalent
absolutes values.)

2. On C, the ordinary absolute value |z| = (zz̄)1/2 is an archimedian absolute
value.

3. Let K be an algebraic number field, and let σ : K ↪→ C be an embedding. Then
|x|σ = |σ(x)| defines an absolute value on K.

We define the p-adic absolute value on Q by |x|p = p−vp(x).

Theorem 7.5 (Ostrowski) Let | · | denote an absolute value on Q. Then | · | is equiv-
alent to exactly one of | · |R or | · |p for some prime number p.

Proof. First we deal with p-adic valuations. Suppose that |n| ≤ 1 for all n ∈ Z.
Then |p| < 1 for at least one prime p (since | · | is nontrivial). If also |q| < 1 for some
other prime q, then we can find integers a and b with |pa| < 1/2, |qb| < 1/2, and
integers λ and µ such that λpa + µqb = 1. Then

1 = |1| = |λpa + µqb| < |λ|+ |µ|
2

≤ 1,

which is a contradiction. Hence if |p| = |p|αp (i.e. if |p| < 1), then |x| = |x|αp for all
x ∈ Q. Suppose therefore that there exists a positive integer n such that |n| > 1 with
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|n| = nα, say. Since |m| ≤ m for all m ∈ N (via the triangle inequality), we have
that 0 < α ≤ 1. So suppose m ∈ N, and write m =

∑k
i=0min

i, 0 ≤ mi < n, mk 6= 0.
Then

|m| ≤
k∑
i=0

|mi|nαi ≤
k∑
i=0

min
αi ≤ (n− 1)nα(k+1)

nα − 1
≤ n− 1

nα − 1
·mα,

i.e. |m| ≤ Cmα for all m ∈ N, where C is independent of m. A similar argument,
with m replaced by mr, shows that |m| ≤ C1/rmα. Hence we deduce that

|m| ≤ |m|αR ∀m ∈ Z. (†)

Now set m = nk+1 − b, 0 ≤ b ≤ nk+1 − nk. Then |b| < |b|α ≤ (nk+1 − nk)α, and so

|m| ≥ |nk+1| − |b|
≥ nk+1α − (nk+1nk)α

≥ n(k+1)α

[
1−

(
1− 1

n

)α]
= C ′n(k+1)α

≥ C ′mα,

where C ′ is independent of m. Again, by replacing m by mr, we have that |m| ≥
(C ′)1/rmα, and so we deduce that

|m| ≥ |m|αR ∀m ∈ Z. (‡)

It therefore follows from (†) and (‡) that |m| = |m|αR for all m ∈ Z.

Very Easy Exercise. Show that | · |R and all the | · |p are inequivalent.

7.1 Completions

R is the completion of Q with respect to the metric defined by the ordinary absolute
value | · |R. Q has other completions with respect to its other absolute values.

Theorem 7.6 Let K be a field with an absolute value | · |1. Then there is a field K̂
which is complete with respect to an absolute value | · |′1, and a continuous embedding

i : K ↪→ K̂ such that
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1. i(K) is dense in K̂.

2. For all x ∈ K, |i(x)|′1 = |x|1.

3. If (L, | · |2) is a complete field and if σ : K → L is a continuous embedding such

that for all x ∈ K, |x|1 = |σ(x)|2, then there is a unique function σ̂ : K̂ → L
such that σ = σ̂ ◦ i.

K
σ //

i
��

L

K̂

∃!bσ
??�

�
�

�

(K̂, | · |′1) is unique up to unique isomorphism, and it is referred to as the completion
of K with respect to | · |1.

Sketch of Proof.

1. Let R be the set of (| · |1)-Cauchy sequences in K. Then R is a ring under the
operations of pointwise addition and multiplication.

2. Let Z be the set of sequences in R which converge to zero. Then Z is the unique
maximal ideal in R.

3. Thus R/Z is a field, K̂, say. Define an absolute value | · |′1 on K̂ by |(an)|′1 =
limn→∞ |an|1. This works.

4. Define i : K → K̂ by letting i(a) be the class of the constant sequence an = a.
Then |i(a)|′1 = |a|1.

5. (K̂, | · |′1) is complete, i(K) is dense in K̂, and (K̂, | · |′1) satisfies the universal
property (3).

[See Local Fields by J.-P. Serre.]

Examples 7.7

1. Let F be any field, and let F [X] be the polynomial ring with coefficients in F .

Fix a real number α with 0 < α < 1. Define |·| : F [X]→ R by
∣∣∣∑k

i=0 aiX
i
∣∣∣ = αk
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(where ak 6= 0). Extend | · | to F (X) by |f(X)/g(X)| = |f(X)|/|g(X)|. Then
| · | is an absolute value on F (X). Also, | · | is a p-adic absolute value: F [X] is a
Dedekind domain, and p = (X) is a prime ideal. The completion of F (X) with
respect to | · | is the field F ((X)) of formal power series

∑∞
n=−∞ anX

n (an ∈ F ).

2. Let K be an extension of R which has an absolute value extending the ordinary
one. Then K = R or C. (Proof omitted.)

3. Let R be a Dedekind domain with quotient field K, and let | · | = | · |p for some

prime ideal p. Then the completion (K̂, | · |′p) is called the p-adic completion
of K. The ideals pn (n ≥ 0) are a basis of open neighborhoods of zero in K.

Definition 7.8 Theorem 7.6 implies that |K̂|′ is the closure in R of |K|. An absolute
value | · | on K is called discrete if |K×| is a discrete subgroup of R×

≥0.

In this case, there is a discrete valuation v on K which is related to | · | by the formula
|x| = εv(x) for some 0 < ε < 1. (See page 63 of Fröhlich and Taylor.)

If | · | is discrete, then |K̂|′ = |K| since |K| is already closed. Hence | · |′ is also discrete.

Proposition 7.9 Let R be a discrete valuation ring, K its quotient field, π a prime
element of R, and | · | the π-adic absolute value on K. Let R̂ be the closure of R in

the completion (K̂, | · |′). Then R̂ is a discrete valuation ring with quotient field K̂,

π is a prime element in R̂, and R̂/πR̂ ' R/πR.

Proof. Set α = |π|. Then |K×| = K̂×| = 〈α〉 ≤ R×
>0. We claim that R̂ = {x ∈

K̂ : |x|′ ≤ 1}. To see this, note that if x ∈ R̂, then x = limn→∞ xn, where xn ∈ R.
Hence |x|′ ≤ 1 since |xn|′ ≤ 1 for all n. Conversely, suppose that |x|′ ≤ 1. Then
x = limn→∞ xn, where xn ∈ K. Since | · | is discrete, we have |x|′ = |xn| for all

sufficiently large n, i.e. x ∈ R̂. Let a be an ideal in R̂, and let a ∈ a be such
that |a|′ = max{|x|′ : x ∈ a}. (This maximum is attained since |a|′ is discrete and
bounded above by 1.) Suppose |a|′ = αn. If x ∈ a, then |xπ−n|′ ≤ 1 (α = |π|), and so

xπ−n ∈ R̂, i.e. x ∈ πnR̂. Now |πna−1|′ = 1, so πna−1 ∈ R̂, so π = a(πna−1) ∈ aR̂ ⊆ a.

Hence we deduce that a = πnR̂. It follows therefore that R̂ is a discrete valuation
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ring with unique nonzero prime ideal πR̂ (cf Chapter 2). If x ∈ K̂, then |πnx|′ ≤ 1

for sufficiently large n, and so x is a quotient of elements in R̂. We leave it as an
exercise to show that R/πR ' R̂/πR̂.

Proposition 7.10 Let R be a complete discrete valuation ring with prime ideal πR
and fraction field K. Let S be a system of representatives of R/πR in R. Then each
r ∈ R can be written uniquely in the form r =

∑∞
n=0 snπ

n (sn ∈ S), and each x ∈ K
can be written uniquely in the form x =

∑∞
n=−∞ snπ

n (sn ∈ S).

Proof. If x ∈ K, then there exists an n ∈ N such that πnx ∈ R; hence the sec-
ond assertion follows from the first. There exists a unique s0 ∈ S such that r ≡ s0

(mod πK). Hence r = s0 + a1π, for some a1 ∈ R. Similarly, there exists a unique
s1 ∈ S such that a1 = s1 + a2π, and so r = s0 + s1π + a2π

2. Continuing in this
way produces an infinite series converging to r. Conversely, any series of the form∑∞

n=0 snπ
n converges to an element of R such

∣∣∣∑N
n=0 snπ

n
∣∣∣ ≤ 1 for each N ∈ N.

In the case of residue characteristic p, it is easy to do more.

Proposition 7.11 Let K be a field complete with respect to a discrete valuation.
Let R be the valuation ring, and let k be the residue field. Assume that k is perfect
of characteristic p > 0. Then there is a unique system of representatives S of k in R
with the property that Sp = S, and this system is multiplicatively closed.

Proof. Let p be the maximal ideal in R. View elements of k as cosets of p in R.
Suppose α ∈ k. Then αp

−n ∈ k for each n ∈ N, since k is perfect. Let an ∈ R be any
representative of αp

−n
. Then ap

n

n ∈ α for each n ∈ N.

We claim that the sequence (ap
n

n ) converges in R. For apn+1 and an both represent

αp
−n

, and so apn+1 ≡ an (mod p). Hence ap
n+1

n+1 ≡ ap
n

n (mod pn+1). Thus (ap
n

n ) is a
Cauchy sequence and so converges to a limit a, say. Since a ≡ a0 (mod p), it follows
that a ∈ α.
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We must now show that the element a is independent of the choices of an ∈ αp
−n

. If
(a′n) is another such sequence, then an ≡ a′n (mod p), and so (a′n)

pn ≡ ap
n

n (mod pn).
Hence

a′ = lim
n→∞

(a′n)
pn

= lim
n→∞

ap
n

n = a.

Let S be the system of representatives obtained by this procedure. We first show
that S is closed under multiplication. If a = limn→∞ ap

n

n and b = limn→∞ bp
n

n , then
ab = limn→∞(anbn)

pn
. Also, αp is represented by ap. Since kp = k, it follows that

ap = a, and so Sp = S. We must now show that S is unique. Suppose that S1 is
another system of representatives of k such that Sp1 = S. Let a0 ∈ S1 represent α ∈ k,
and let an ∈ S1 represent αp

−n
. Since Sp1 = S1, we have that ap

n

n = a0 for all n ∈ N.
So a0 = limn→∞ ap

n

n , which implies that a0 ∈ S, and so S1 = S.

Corollary 7.12 Suppose also that char(K) = p. Then S is a subfield of K which is
isomorphic to k.

Proof. Since (an + bn)
pn

= ap
n

n + bp
n

n , it follows that S is closed under addition.

Remarks.

1. If char(K) = p, Corollary 7.12 implies that K ' k((π)).

2. S is often referred to as a system of Teichmüller representatives (cf. the theory
of Witt vectors in e.g. Serre’s Local Fields).

Example 7.13 Let Qp denote the completion of Q with respect to the p-adic absolute
value given by |x| = p−vp(x). Qp is called the field of p-adic numbers. The closure Zp

of Z is Qp is called the ring of p-adic integers.

1. Every p-adic integer has a unique representation of the form a =
∑∞

n=0 anp
n,

0 ≤ an ≤ p− 1.

2. Multiplicative system of representatives: The residue field of Qp is Fp. Suppose
ζ ∈ S represents α ∈ Fp, α a primitive (p − 1)th root of unity. Then ζp = ζ,
and so µp−1 ⊆ Zp. µp−1 ∪ {0} is the multiplicative system of representatives.
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3. Q×
p = 〈p〉×Z×

p = 〈p〉×〈ζ〉× (1+pZp). This has a filtration. Let Un = 1+pnZp.
Then U1 ⊇ U2 ⊇ · · · , and

⋂
n Un = 1. We claim that 〈1 + p〉 is dense in U1.

First observe that 1+pn ≡ (1+p)n+1 (mod pn+1) (an easy proof by induction),
and so

1 + bpn ≡ (1 + p)bp
n−1

(mod pn+1). (∗)
Now suppose a ∈ Zp with a ≡ 1 (mod p), and suppose inductively that a ≡
(1 + p)x (mod pn−1) (x ∈ Z). Then a(1 + p)−x ≡ 1 (mod pn−1), i.e.

a(1 + p)−x ≡ 1 + bpn−1 (mod pn) ≡ (1 + p)bp
n−2

(mod pn)

(from (∗)). Hence a ≡ (1 + p)x+bp
n−2

(mod pn). So, given any positive integer
n, there exists y ∈ Z such that a ≡ (1 + p)y (mod pn), i.e. 〈1 + p〉 is dense in
U1.

Terminology. We say that 1 + p is a topological generator of U1 and that U1 is
topologically cyclic (cf p-Adic Numbers, p-Adic Analysis, and Zeta Functions by N.
Koblitz). See “An Introduction to the Theory of p-Adic Representations” by Laurent
Berger (available at http://www.ihes.fr/~lberger/dwork/dworksmf.pdf).

7.2 Extensions of Absolute Values

First we need a preliminary result.

Lemma 7.14 Let K be a field which is complete with respect to an absolute value
| · |1, and let V be a finite dimensional vector space over K. Then all norms on V are
equivalent. (Two norms ‖ · ‖1 and ‖ ·‖2 are equivalent if there exist positive constants
C1 and C2 such that ‖ · ‖1 ≤ C1‖ · ‖2 and ‖ · ‖2 ≤ C2‖ · ‖1.)

Proof. Let {α1, . . . , αn} be a basis of V over K, and let ‖ · ‖ be the sup norm with
respect to this basis. Let | · | be any other norm. Suppose x = x1α1 + · · ·+xnαn ∈ V .
Then

|x| = |x1α1 + · · ·+ xnαn| ≤ (n · sup |αi|) · ‖x‖ = C‖x‖,
say. Hence the norm | · | is continuous with respect to ‖ · ‖. The unit sphere with
respect to ‖ · ‖ is compact, and so | · | has a minimum on this unit sphere, at v, say.
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So |v| ≤ |x| for all x ∈ V such that ‖x‖ = 1. Now suppose that y ∈ V , y 6= 0, and
write y = y1α1 + · · · + ynαn, yi ∈ K. Let j be such that |yj|1 = maxi |yi|1 = ‖y‖.
Then we may write y = yjx with ‖x‖ = 1. We have

|v| ≤ |x| =
∣∣∣∣ yyj
∣∣∣∣ =

|y|
|yj|1

=
|y|
‖y‖

.

So |v| · ‖y‖ ≤ |y|. The result follows.

Remark. It follows that V is complete with respect to the sup norm and so is com-
plete with respect to any norm. In particular, we may take V to be a finite extension
of K.

Proposition 7.15 Let K be a field which is complete with respect to an absolute
value | · |, and let E/K be a finite extension. Then any extension of | · | to E is
uniquely determined. In particular, if σ : E → σE is an isomorphism of E over K,
then |σα| = |α| for all α ∈ E.

Proof. Lemma 7.14 implies that all extensions of | · | to E are equivalent. Since any
two such are positive powers of each other, and since they coincide on K, it follows
that they must be equal.

Now we apply this. The p-adic valuation on Q is given by |prm/n|p = 1/pr for r ∈ Z,
(mn, p) = 1.

Recall. If o is a discrete valuation ring with maximal ideal m and quotient field K,
then suppose that m is generated by π. Every α ∈ K (α 6= 0) can be written in the
form α = πru, r ∈ Z, u ∈ o×. Define |α| = cr (for some fixed 0 < c < 1). This gives
an absolute value on K.

Now suppose K is a number field with ring of integers oK . Let p be a prime ideal of
oK with pZ = p ∩ Z. Let π ∈ oK have order 1 at p; then p = πeu, e > 0, u a unit at
p. Set f = fp = [(oK/p) : (Z/pZ)]. Then Np = |oK/p| = pf . We have two absolute
values on K determined by p:
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1. |p|p = 1/p, |π|p = 1/p1/e,

2. ‖π‖p = 1/Np.

For any α ∈ K, α 6= 0, we have ‖α‖p = |α|epfp
p . Of course, this can be generalized:

L P

K p

Let Π ∈ L be an element of order 1 at P. Then poL = Pe(P|p), and |π|P = |Π|e(P|p)P .

Definition 7.16 Let K be a number field. The set of absolute values consisting of
the p-adic absolute values and of the absolute values induced by embedding K in C
or R is called the canonical set of absolute values and is denoted by MK . IF E/K
is a finite extension, then any absolute value w on E extending an absolute value
v ∈MK lies in ME, and we write w | v.

Any two distinct absolute values in MK induce distinct topologies on K.

If v ∈MK , then we write Kv for the completion of K with respect to v. Kv is called
a local field.

E oE
⊃

Pw

K oK
⊃ pv

oE // oE,w Ew

oK

OO

// oKv

OO

Kv

OO

82



oE/P
∼ // oE,w/Pw

oK/p

OO

∼ // oK,v/pv

OO

Remarks. Let Kw denote the closure of K in Ew. Then EKw is a finite extension
of Kw, and EKw ⊆ Ew. Since EKw is complete and dense in Ew, it follows that
EKw = Ew.

Theorem 7.17 Let E/K be a finite extension of number fields, and let v ∈ MK .
Then two K-embeddings σ, τ : E → K̄ give rise to the same absolute value on E iff
they are conjugate over Kv (i.e. iff there exists an isomorphism λ : σE ·Kv → τE ·Kv

such that λKv = id).

Proof. Suppose that the two embeddings are conjugate over Kv. Then Proposition
7.15 implies that the induced absolute values on E are equal. Suppose conversely
that the two absolute values are equal, and let λ : τE → σE be a K-isomorphism.
We show that λ extends to a Kv-isomorphism λ : τE ·Kv → σE ·Kv. Now suppose
x ∈ τE · Kv. Since τE is dense in τE · Kv, we may write x = limn→∞ τxn, where
xn ∈ E. Since the absolute values induced by σ and τ on E coincide, it follows that
the sequence {λτxn} = {σxn} converges to an element λx ∈ σE · Kv. Then λx is
independent of {xn}, and the map λ : τE ·Kv → σE ·Kv, x 7→ λx, is an isomorphism.

Now we understand the extensions of v to E.

Corollary 7.18 Let K be a number field, and let E/K be a finite extension of degree
n. Suppose v ∈MK . For each absolute value w on E extending v, and let nw be the
local degree, i.e. nw = [Ew : Kv]. Then

∑
w|v nw = n.

Proof. Let E = K(α), and let f(X) be the minimal polynomial of α over K. Let
f(X) = f1(X) · · · fs(X) be the factorization of f into irreducible polynomials over
Kv. An embedding E → K̄v corresponds to a choice of root of f in K̄v, and two such
embeddings are conjugate overKv iff the chosen roots belong to the same factor fi(X).
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Hence s is the number of distinct extensions of v to E, and
∑

w|v nw = [E : K] = n.

Corollary 7.19 Define σ : E ⊗K Kv →
∏

w|v Ew by σ(`⊗ a) = (`a, `a, . . . , `a). Then
σ is an isomorphism.

Proof. The weak approximation theorem (Theorem 7.3) implies that the image of
σ is dense in

∏
w|v Ew. Since the image is also closed, it follows that σ is surjective.

Hence Corollary 7.18 implies that σ is an isomorphism.

Corollary 7.20 Let v ∈MK , and for each w | v, let Nw : Ew → K be the local norm
and Trw : Ew → Kv the local trace. Then, if α ∈ E, NE/K(α) =

∏
w|vNw(α) and

TrE/K(α) =
∑

w|v Trw(α).

Proof. Follows immediately from Corollary 7.19, together with the definitions of
norm and trace.

Corollary 7.21 Notation as in Corollary 7.20. Then
∏

w|v |α|nw
w = |NE/K(α)|v.

Proof. Exercise.

Definition 7.22 Let K be a number field, and let E/K be a field extension of degree
n. Suppose v ∈ MK . Say that v splits completely in E if there exist precisely n
extensions of v to E.

Remark. Theorem 7.17 implies that v splits completely in E iff every K-embedding
σ : E → K̄v maps E into Kv, i.e. if σ(E) ·Kv = Kv.

Theorem 7.23 (Hensel’s Lemma) Let K be a field which is complete with respect
to an absolute value | · |, and let oK denote the valuation ring of K. Let f(X) be
a polynomial with coefficients in oK . Let α0 ∈ oK be such that |f(α0)| < |f ′(α0)|2.
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Then the sequence αi+1 = αi − f(αi)
f ′(αi)

converges to a root α of f(X) in oK . Further-

more, |α− α0| ≤
∣∣∣ f(α0)
f ′(α0)2

∣∣∣ < 1.

Proof. Set c = |f(α0)/f
′(α0)

2| < 1. We show inductively that

(i) |αi| ≤ 1.

(ii) |αi − α0| ≤ c.

(iii)
∣∣∣ f(αi)
f ′(αi)2

∣∣∣ ≤ c2
i
.

These conditions imply our proposition. If i = 0, the conditions are our hypotheses.
By induction, assume the conditions for i.

(i)’
∣∣∣ f(αi)
f ′(αi)2

∣∣∣ ≤ c2
i
implies that |αi+1 − αi| ≤ c2

i
< 1 and so |αi+1| ≤ 1.

(ii)’ |αi+1 − α0| ≤ max{|αi+1 − αi|, |αi − α0|} = c.

(iii)’ Taylor’s Theorem implies that we have

f(αi+1) = f(αi)− f ′(αi)
f(αi)

f ′(αi)
+ β

(
f(αi)

f ′(αi)

)2

,

β ∈ oK , and so |f(αi+1)| ≤
∣∣∣ f(αi)
f ′(αi)

∣∣∣2. Also, we have, for some γ ∈ oK ,

f ′(αi+1) = f ′(αi)−
f(αi)

f ′(αi)
· γ = f ′(αi)

(
1− f(αi)

f ′(αi)2
γ

)
,

and so |f ′(αi+1)| = |f ′(αi)|. Putting everything together gives

|f(αi+1)| ≤
∣∣∣∣ f(αi)

f ′(αi)

∣∣∣∣2 ≤ |f(αi)|c2
i

.

Hence ∣∣∣∣ f(αi+1)

f ′(αi+1)2

∣∣∣∣ ≤ ∣∣∣∣ f(αi)

f ′(αi)2

∣∣∣∣ · c2i ≤ c2
i+1

.

Examples.
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1. In Q2, the equation x2 + 7 = 0 has a root. (In fact, for any γ ∈ Z2 with γ ≡ 1
(mod 8), the equation x2 = γ has a root.) Take α0 = 1 in Theorem 7.23.

2. In Theorem 7.23, let p denote the maximal ideal of oK , and suppose that f(α0) ≡
0 (mod p) but f ′(α0) 6≡ 0 (mod p). Then the theorem applies. (This is the
trivial case of Hensel’s Lemma.)

3. Every unit of oK sufficiently close to 1 has an mth root if m is not divisible by
the characteristic of K. (Xn − u = 0, α0 = 1 provided that |u− 1| < |m|2.)

The following result is useful in determining extensions of K.

Proposition 7.24 (Krasner’s Lemma) Let α, β ∈ K̄, and assume that α is separable
over K(β). Assume that for all K-isomorphism σ of K(α) (with σ 6= id) we have
|β − α| < |σα− α|. Then K(α) ⊆ K(β).

Proof. It suffices to show that any K(β) isomorphism τ of K(α, β) also fixes α. By
Proposition 7.15, we have |β − α| = |β − τα| < |σα− α|. Hence we obtain

|τα− α| = |τα− β + β − α| < |σα− α|

for all σ 6= id. This implies that τ = id, and hence K(α, β) = K(β).

7.3 Nonramified and Tamely Ramified Extensions

Let K be a field which is complete with respect to a discrete absolute value | · | as-
sociated to a valuation vK , oK its valuation ring, and p its maximal ideal. Assume
k := oK/p is finite. π ∈ p with πoK = p is a uniformizing element.

Suppose L/K is a finite extension.

L kL P

K k p
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We have [L : K] = f(L/K)e(L/K). We say L/K is totally ramified if [L : K] =
e(L/K). Then f(L/K) = 1, i.e. kL = k.

A monic polynomial g(X) = Xm + am−1X
m−1 + · · ·+ a1X + a0 ∈ oK [X] is called an

Eisenstein polynomial if aj ∈ p for all j and a0 6∈ p2.

Theorem 7.25

(a) The following are equivalent:

(i) L = K(λ), where λ is a root of an Eisenstein polynomial g(X).

(ii) L/K is totally ramified.

(iii) oL = oK [λ] for a uniformizer λ of oL.

(b) If (i) holds, then λ is a uniformizer of oL, and deg(g(X)) = [L : K], so g(X) is
irreducible over K.

(c) The minimal polynomial over K of a uniformizing parameter of a totally rami-
fied separable extension L of K is an Eisenstein polynomial over K.

Proof. We first show (i) implies (ii) and (b). Let g(X) = Xn + bn−1X
n−1 + · · ·+ b0.

Then λ ∈ oL, and so λn = −
∑n−1

j=0 bjλ
j ∈ poL. Hence vL(λ) ≥ 1. Now vL(λn + b0) =

vL

(
−
∑n−1

j=1 bjλ
j
)
≥ 1 + e(L/K), and vL(b0) = e(L/K), and so we must have

vL(λn) = e(L/K). Therefore [L : K] ≥ e(L/K) = nvL(λ) ≥ n = [L : K]. Hence all
these inequalities are in fact equalities, and we have e(L/K) = [L : K], so L/K is
totally ramified. Since n = [L : K], g(X) is irreducible. Since nvL(λ) = n, vL(λ) = 1,
i.e. λ is a uniformizer.

Now we show that (ii) implies (iii). Suppose L/K is totally ramified. Then kL = k, i.e.
o/P ' oK/p. Let S ⊆ oK be a set of representatives of oL/P. Suppose that λ is a uni-
formizer of L. For h = i+ ej (e = e(L/K), 0 ≤ i < e), set λh = λiπj (π a uniformizer
of K). Then every element of oL may be written uniquely in the form

∑∞
h=0 shλh

(sh ∈ S) (cf the proof of Proposition 7.2). Collecting and rearranging terms, it fol-
lows that every element of oL may be written in the form

∑e−1
i=0 aiλ

i ∈ oK [λ]. Since
oK [λ] ⊆ oL, we deduce that oK [λ] = oL.
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Now we show that (iii) implies (ii). Suppose that oL = oK [λ], λ a uniformizer
of L. Reducing modulo P gives oL/P ' oK/p, and so f(L/K) = 1, whence
e = e(L/K) = [L : K], i.e. L/K is totally ramified.

Finally we show that (ii) and (iii) imply (i) as well as (c). Assume (ii) and (iii). Then
we may write λe =

∑e−1
i=0 ciλ

i with ci ∈ oK . Then vL(λe − c0) ≥ 1, so vL(c0) ≥ 1, so
vK(c0) ≥ 1, so vL(c0) ≥ e. Similarly, vL(λe−c0c1λ) ≥ 2, so vK(c1) ≥ 1. Continuing in
this way, we have that vK(cj) ≥ 1 for j = 0, 1, . . . , e−1. Therefore vL(λe−c0) ≥ e+1,
and so we must have vL(c0) = e, i.e. vK(c0) = 1. Hence g(X) = Xe −

∑e−1
j=0 ciX

i is
Eisenstein. Since the choice of λ in the proof of (ii) implies (iii) was arbitrary, (c)
follows also.

Corollary 7.26 Let F denote an algebraic number field. Suppose that g(X) ∈ oF [X]
is such that g(X) is Eisenstein in Fp[X] for some prime p of oF . Then g(X) is irre-
ducible in F [X].

Proof. By Theorem 7.27, g(X) is irreducible in Fp[X]. Hence g(X) is irreducible in
F [X].

Example. Let p be a prime and n ∈ N. Consider the cyclotomic polynomial in
Qp[X]:

Φpn(X) =
Xpn − 1

Xpn−1 − 1
= Xpn−1(p−1) +Xpn−1(p−2) + · · ·+Xpn−1

+ 1.

The roots of Φpn(X) are the primitive (pn)th roots of unity in Q̄p. Set g(X) :=
Φpn(X + 1); then ḡ(X) ≡ Xpn−1(p−1) (mod p). Since g(0) = Φpn(1) = p, it follows
that g(X) is Eisenstein. Set K = Qp(ζ), ζ a primitive (pn)th root of unity. Then

(a) K/Qp is totally ramified of degree pn−1(p− 1).

1. oK = Zp[ζ].

2. 1− ζ is a uniformizer of K.
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7.4 Unramified Extensions

Let L/K be finite, separable, and algebraic.

Proposition 7.27

(i) Suppose L/K is unramified. Then there exists x ∈ oL such that kL = k(x̄).
Suppose that x is such an element, and let g(X) be its minimal polynomial over
K. Then oL = oK [x], L = K(x), and ḡ(X) is irreducible and separable over k.

(ii) Suppose that g(X) is a monic polynomial in oK [X] such that ḡ(X) is irreducible
and separable over k. If x is a root of g(X), then L = K(x) is unramified over
K, and kL = k(x̄).

Proof.

(i) If kL/k is separable, then kL = k(x̄) for some x ∈ oL. Let G(X) be the minimal
polynomial of x̄ over k. Then G(X) is separable, and we have

[L : K] ≥ deg g(X) ≥ degG(X) = [kL : k] = [L : K].

Hence G(X) = ḡ(x), i.e. ḡ(X) is irreducible and L = K(x). We leave it as an
exercise to show that oL = oK [x] (cf the ideas involved in the proof of Theorem
4.10).

(ii) Observe that we have [L : K] = deg g(X) = [k(x̄) : k] ≤ [kL : k] ≤ [L : K].
Hence

(a) [L : K] = [kL : k] = f(L/K), i.e. e(L/K) = 1,

(b) kL = k(x̄), i.e. kL/k is separable.

Theorem 7.28 Let `/k be a finite separable extension. Then there exists a finite
separable extension L = L(`) of K such that

(i) ` ' kL (over k).

(ii) L/K is unramified.
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(iii) The natural maps HomK(L,L′)→ Homk(kL, kL′) are bijective for all L′.

Proof. We have ` = k(α̃). Let G(X) be the minimal polynomial of α̃ over k. Then
G(X) is separable. Choose any monic polynomial g(X) ∈ oK [X] with ḡ(X) = G(X).
Let L = K(x). Then Proposition 7.27 implies that L satisfies (i) and (ii) (cf Propo-
sition 7.27). Now consider any k-homomorphism α : kL → kL′ . The trivial case
of Hensel’s Lemma implies that L′ contains a unique element y such that g(y) = 0
and ȳ = α(x̄). Then there exists a unique homomorphism α1 : L → L′ such that
α1(x) = y, and clearly ᾱ1 = α. If β̄ : kL → kL′ is such that β̄(x̄) = ȳ, then β(x) = y,
so β = α1.

Corollary 7.29 L(`)/K is normal iff `/k is normal. If this is so, then Gal(L(`)/K) '
Gal(`/k). (Of course, the point here is that we are not assuming that k is finite.)

Theorem 7.30 Let L/K be a finite extension. Then L has a subfield L0 ⊃ K
such that the subfields L′ ⊇ K of L which are unramified over K are precisely
the subfields of L0. Also, kL0 = ksep

L , the separable closure of k in kL. If L/K
is normal with Galois group Γ, then L0/K is normal, and L0 is the fixed field of
Γ0 = {γ ∈ Γ : vL(γ(x) − x) > 0 for all x ∈ oL}. (Γ0 is called the inertia group of
L/K.)

Proof. Theorem 7.28 implies that there exists a subfield L0 ⊃ K of L with L0/K
unramified and kL0 = ksep

L . All subfields of L0 are unramified over K. Suppose con-
versely that L′ is a subfield of L, with L′/K unramified. Setting ` = kL′ in Theorem
7.28, we obtain a K-homomorphism σ : L′ → L0 so that σ̄ : kL′ ↪→ kL0 = ksep

L is
the inclusion map. Let kL′ = k(x̄), with x ∈ oL. Then x and σ(x) are elements of L
with the same residue class. Hence (by the trivial case of Hensel’s Lemma) σ(x) = x,
i.e. x ∈ L0. Hence by Proposition 7.27, L′ = K(x), and so L′ ⊆ L0. Now suppose
that L/K is normal. Then the conjugate fields of L0 in L are all unramified over K.
Hence they coincide with L0, and so L0/K is normal. Observe that, by definition,
Γ0 is the kernel of the homomorphism Γ = Gal(L/K) → Gal(kL0/k) ' Gal(L0/K)
(from Theorem 7.28).
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Corollary 7.31 The compositum of two unramified extensions of K in a separable
closure of K is unramified.

Corollary 7.32 Let Kunr be the union of all unramified extensions L/K in a given
separable closure of K. Then every finite extension of K in Kunr is unramified. We
have that Gal(Kunr/K) ' Gal(ksep/k).

Example. Suppose that k is a finite field of characteristic p; |k| = q = pm, say. Let

Ẑ be the completion of Z with respect to the topology defined by the subgroups nZ
(n > 0). (So Ẑ =

∏
p Zp.) Then Gal(ksep/k) ' Ẑ under the map ν 7→ wνq (ν ∈ Ẑ),

where wq(α) = αq (for all α ∈ ksep). So we deduce from Theorem 7.28 that there
exists a unique element σq ∈ Gal(Kunr/K) with the following property: If L is a sub-
field of Kunr/K, then for all a ∈ oL, we have σq(a) ≡ aq (mod pL). The map ν → σνq
is an isomorphism Ẑ ∼→ Gal(Kunr/K) of topological groups. Hence for each integer
n > 0, K has exactly one unramified extension L of degree n. L/K is normal and
Gal(L/K) is cyclic. Furthermore, Proposition 7.27 implies that Kunr is the union of
the fields of mth roots of unity (in a given separable closure of K) for all m coprime
to p.

7.5 Tamely Ramified Extensions

Definition 7.33 Let L/K be a finite extension with char(k) = p. We say that L/K
is a tame extension (or that L/K is tamely ramified) if p - e(L/K).

oL L P

oK K p

Theorem 7.34 Pe−1 divides the different D(L/K). Furthermore, the following con-
ditions are equivalent:
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(a) L/K is tame.

(b) TrL/K(oL) = oK .

(c) D(L/K) = Pe−1.

Proof. Choose N ⊃ L with N/K finite Galois, and let q be the unique prime
of N lying above P. Then if a ∈ L, TrL/K(a) =

∑
σ:L→N a

σ. If a ∈ P, then
TrL/K(a) ∈ q ∩K = p. Hence TrL/K(P) ⊆ p. Thus we have Tr(Pp−1) ⊆ oK , and so
Pp−1 = P1−e ⊆ D−1(L/K). Hence it follows that D(L/K) ⊆ Pe−1, as asserted.

We now show that (b) is equivalent to (c). Suppose that TrL/K(oL) = oK . Then
Tr(p−1oL) = p−1, and so we have

p−1oL = P−e ) D−1(L/K) ⊇ P1−e.

This implies that D(L/K) = Pe−1, since D(L/K) is an oL-ideal. Suppose conversely
that TrL/K(oL) ⊂ p. Then TrL/K(p−1oL) ⊆ oK , and so p−1 = P−e ⊆ D−1(L/K), i.e.
Pe | D(L/K).

We now show that (a) is equivalent to (b). We begin with a preliminary observation.
Let M be the maximal unramified extension of K in L. Then TrM/K(oM) ⊆ oK .

Also if a ∈ oM , then TrM/K(a) = TrkM/k(ā). Since kM/k is separable, we have
TrkM/k(kM) = k. It follows from Nakayama’s Lemma that TrM/K(oM) = oK . Hence
it suffices to prove that (a) is equivalent to (b) in the case that L/K is totally ramified.
So assume L/K is totally ramified. Then oL = oK + P (from Theorem 7.25), and
hence

TrL/K(oL) = TrL/K(oK) + TrL/K(P) = eoK + TrL/K(P) =

{
oK if p - e,
⊆ p if p | e.

Corollary 7.35 If L/K is tame, TrL/K(P) = p.
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Proof. Suppose that p = πoK . Then

TrL/K(P) ⊃ TrL/K(πoL) = πTrL/K(oL) = πoK = p.

Since also TrL/K(P) ⊆ p, the result follows.
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Chapter 8

Zeta Functions and L-Series

8.1 Asymptotic Estimate for the Number of Ideals

in an Ideal Class

Problem. Let K be a number field, and suppose that Y is an ideal class of K. Find
a formula f(Y, t) for the number of integral ideals in Y of norm at most t.

Motivating Example. Let K = Q(i). Let R be a region in the plane, bounded by
a simple smooth curve C of length L. Let A be the area of R and a(R) the number
of lattice points in R.

Claim. A is approximated by a(R) in the sense that |A − a(R)| ≤ 4(L + 1), i.e.
A = a(R) +O(L).

[Recall. f = O(g) iff there exists a constant C such that |f(t)| ≤ Cg(t) for all t� 0.]

Proof. To each lattice point, associate the square of side 1 of which the point is the
lower left vertex. Let α(C) denote the number of these squares which meet the curve
C. Then α(R) − α(C) ≤ A ≤ α(R) + α(C), so |A − α(R)| ≤ α(C). Now an arc of
length 1 can meet at most four squares; hence C meets at most 4(bLc+1) ≤ 4(L+1)
square. Thus |A− α(R)| ≤ 4(L+ 1), as asserted.
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Now suppose that R is the region enclosed by a circle of radius
√
t centered at the

origin. A lattice point (x, y) is in R iff x2 + y2 < t. Hence we have∑
x2+y2<t

1 = πt+O(
√
t). (∗)

[Remark. In (∗), it doesn’t matter whether we sum over x2 + y2 < t or x2 + y2 ≤ t
since the number of lattice points on the circle is O(

√
t).]

The left side of (∗) is the number of Gaussian integers x + iy of norm less than t.
Note that every ideal in Z[i] is principal, and |Z[i]×| = 4. So, to count integral ideals
rather than integers, we just need to divide by 4, and we obtain∑

{a:Na≤t}

1 =
π

4
+O(

√
t).

Remarks.

1. The general case is more complicated because K may have an infinite number
of units.

2. We will need to be able to approximate the volume of a domain D in Rn in
terms of the number of lattice points in D and the volume of a fundamental par-
allelepiped of the lattice in question. (In the example, the lattice was the usual
lattice in R2.) To do this, we have to show that the number of lattice points
on the boundary ∂D or D has a lower order of magnitude than the number of
such points in D. This works if ∂D is described by a piecewise continuously
differentiable map on [0, 1]n−1 ⊆ Rn (cf the example).

Definition 8.1 Let (L1, d1) and (L2, d2) be metric spaces. A function φ : L1 → L2 is
called a Lipschitz map provided that

(a) φ is continuous.

(b) There exists C ∈ R such that for all x, y ∈ L1, d2(φ(x), φ(y)) ≤ Cd1(x, y).
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A subset X ⊆ Rn is said to be k-Lipschitz parametrizable if there is a finite col-
lection of Lipschitz maps φi : [0, 1]k → X such that each x ∈ X lies in the image of
at least one φj.

Notation. For any subset D ⊆ Rn and any t ∈ R, let tD := {tx : x ∈ D}.

Proposition 8.2 Let D be a subset of Rn, and let L be a lattice in Rn. Assume that
∂D is (n− 1)-Lipschitz parametrizable. For each t, let λ(t) = |tD ∩ L|. Then

λ(t) =

(
VolD

VolL

)
tn +O(tn−1).

Proof. Let P be a fundamental parallelepiped for L. For ` ∈ L, let P` := {p + ` :
p ∈ P}. For t ∈ R, set b(t) = |{` ∈ L : P` ∩ ∂D 6= ∅}|. Then

(λ(t)− b(t)) Vol(L) ≤ Vol(tD) ≤ (λ(t) + b(t)) Vol(L),

so
|λ(t) Vol(L)− Vol(tD)| ≤ b(t) Vol(L),

and so it follows that ∣∣∣∣λ(t)− Vol(D)

Vol(L)
tn
∣∣∣∣ ≤ b(t).

So we have to estimate b(t) as t → ∞. Let φ : [0, 1]n−1 → Rn be one of the maps
which parametrizes ∂D; then tφ parametrizes the corresponding part of ∂(tD). For
a given t > 1, divide [0, 1]n−1 into cubes of edge 1/btc (so there will be btcn−1 such
small cubes in [0, 1]n−1). Since φ is Lipschitz, there exists a constant C1 such that
the image of each small cube has diameter at most C1/btc. Thus the image under tφ
of one of these cubes has diameter at most tC1/btc ≤ C2 for some constant C2. The
number of points ` in which P` can intersect a set of diameter at most C2 is bounded
by a constant Cφ, say. Set C =

∑
φCφ. Then b(t) ≤ Cbtcn−1 ≤ Ctn−1, as required.

Now recall some basic facts concerning the geometry of numbers: let K be a number
field, n = [K : Q], σ1, . . . , σr1 real embeddings ofK, and σr1+1, . . . , σr1+r2 , σ̄r1+1, . . . , σ̄r1+r2

complex embeddings of K. Let σ : K → Rr1 × Cr2 be given by

x 7→ (σ1(x), . . . , σr1(x), σr1+1(x), . . . , σr1+r2(x)).
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For each i, define | · |i by

|x|i =

{
|σi(x)| for i = 1, . . . , r1,

|σi(x)|2 for i = r1 + 1, . . . , r1 + r2.

There is a norm map N : Rr1 × Cr2 → R given by N(ξ) =
∏r1+r2

i=1 |ξi|i. Observe that
we have N(σ(x)) = |NK/Q(x)| for x ∈ K. Define local degrees

ni =

{
1 1 ≤ i ≤ r1,

2 r1 + 1 ≤ i ≤ r1 + r2.

Then n =
∑
ni = r1 + 2r2.

We define the homogenized logarithm map g : Rr1 × Cr2 → Rr1+r2 by

ξ 7→

(
. . . , log

[
|ξi|i

N(ξ)
ni
n

]
, . . .

)
.

K× σ //

`

%%KKKKKKKKKKKKKKKKKKKK Rr1 × Cr2 := R

g

��
Rr1+r2 := L

For ε ∈ o×K we have N(σ(ε)) = 1, and so `(ε) = (log |σ1(ε)|1, . . . , log |σr1+r2(ε)|r1+r2).

Dirichlet’s Unit Theorem. `(o×K) is a full lattice in the hyperplane

H =

{
x ∈ L :

r1+r2∑
i=1

xi = 0

}
.

Let ε1, . . . , εr (r = r1 + r2 − 1) be a set of fundamental units of K. Set y(i) := `(εi).
Then {y(1), . . . , y(r)} is a basis of `(o×K). We first calculate Vol(`(oK)). Set y(0) =
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((r1 + r2)
−1/2, . . . , (r1 + r2)

−1/2). Then ‖y(0)‖ = 1, and y(0) · H = 0. Thus the r-
dimensional volume of o×K is the (r + 1)-dimensional volume of the lattice generated
by y(0), y(1), . . . , y(r). Thus

Vol(o×K) =

∣∣∣∣∣∣∣det

(r1 + r2)
−1/2 y

(1)
1 · · · y

(r)
1

...
...

. . .
...

(r1 + r2)
−1/2 y

(1)
r1+r2 · · · y

(r)
r1+r2


∣∣∣∣∣∣∣ ,

where y
(i)
j = log |σj(εi)|j. Add the sum of the remaining rows to the first row

and use the fact that
∑

j y
(i)
j = 0. This yields Vol(o×K) = (r1 + r2)

−1/2RK , where
RK = | det(log |σj(εi)|j)|.

Definition 8.3 The regulator RK of K is the absolute value of the determinant of
any r × r minor of the matrix (log |σj(εi)|j) (1 ≤ i ≤ r, 1 ≤ j ≤ r1 + r2).

Now let Y be an ideal class in K, and let f(Y, t) denote the number of integral ideals
a ∈ Y with Na ≤ t.

Theorem 8.4 f(Y, t) = ρt+O(t1−
1
n ), where

ρ =
zr1(2π)r2RK

w|dK |1/2
,

where n = [K : Q], w is the number of roots of unity in K, and dK is the discriminant
of K.

(Note. The result is independent of Y .)

Preliminary remarks prior to the proof.

1. Observe that o×K acts on R: u·ξ = (σ1(u)ξ1, . . . , σr1+r2(u)ξr1+r2). A fundamen-
tal domain in R (for the action of o×K) is a set of representatives of the orbits
of o×K which is also measurable (and may be required to have other properties).

2. Suppose b ∈ Y −1 (b an integral ideal). Then a ∈ Y iff ba = (x), a principal
ideal. N(a) ≤ t iff |N(x)| ≤ tN(b). Suppose that D is a fundamental domain
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in R, and set D(s) := {ξ ∈ D | N(ξ) ≤ s}. Then f(Y, t) = |σ(b) ∩D(tN(b))|,
i.e. for any a ∈ Y , there exists exactly one generator x of the ideal ab for which
σ(x) ∈ D; conversely, if σ(x) ∈ σ(b)∩D(tN(b)), then (x) = ab for some a ∈ Y
and Na ≤ t.

3. Suppose we can construct D with the property that sD = D for all s > 0.
Then D(s) = s1/nD(1). (If ξ ∈ D with N(ξ) ≤ s, then ξ = s1/nη, with
N(η) ≤ 1, and conversely.) Set λ(s) = |sD(1) ∩ σ(b)|. Then (2) implies that
f(Y, t) = λ({tN(b)}1/n). If also ∂D is (n−1)-Lipschitz parametrizable, then we
can apply Proposition 8.1 to express f(Y, t) in terms of Vol(D(1)) and Vol(σ(b)).

4. In fact, we will construct a fundamental domain for 〈ε1, . . . εr〉, where ε1, . . . , εr
are a set of fundamental units of o×K . Now |o×K : 〈ε1, . . . εr〉| = w. Hence for
such a D, we have

wf(Y, t) = λ((tN(b))1/n)

=
VolD(1)

Vol(b)
· tN(b) +O((tN(b))1− 1

n )

=
VolD(1)

Vol(b)
· tN(b) +O(t1−

1
n ).

So we have to construct a domain D such that sD = D for all s > 0 and ∂D is
(n− 1)-Lipschitz parametrizable.

Proof of Theorem 8.4 We first construct D. Recall that r = r1 + r2 − 1. Let
{ε1, . . . , εr} be a set of fundamental units in K, V := 〈ε1, . . . , εr〉, y(i) := `(εi) ∈ L ,
P :=

{∑r
i=1 ciy

(i) : 0 ≤ ci < 1 for all i
}
. Then P is a fundamental parallelogram in

H for the lattice `(o×K). Now set D = g−1(P ) ∩R×.

We now claim that D is a fundamental domain for the action of V on R. Suppose
ξ ∈ R×; then g(ξ) ∈ H (from the definition of g — this is why we homogenize the
logarithm map!), and so g(ξ) =

∑
ciy

(i), with the ci ∈ R uniquely determined. Set

di = ci − bcic, v =
∏
ε
bcic
i . Then g(ξ · v−1) =

∑
diy

(i) ∈ P , i.e. v−1ξ ∈ D. So the
orbit of ξ meets D. Suppose now that η ∈ D, v =

∏
εhi
i , and vη ∈ D also. Suppose

g(η) =
∑
aiy

(i). Then g(vη) =
∑

(ai + hi)y
(i), and so we must have hi = 0 since

hi ∈ Z, 0 ≤ ai < 1, 0 ≤ ai +hi < 1. Hence v = 1, and so D is a fundamental domain,
as claimed.
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We now claim that for s ∈ R, s 6= 0, we have sD = D. This follows from the fact
that g(sξ) = g(ξ) for all ξ ∈ R.

We now claim thatD(1) is bounded. Suppose that ξ ∈ D(1). Then ξ = (ξ1, . . . , ξr1+r2)
and Nξ ≤ 1. Then

g(ξ) =

(
. . . , log

|ξh|h
|Nξ|nh/n

, . . .

)
.

Write g(ξ) =
∑
ciy

(i), 0 ≤ ci ≤ 1, and suppose that y(i) = (y
(i)
1 , . . . , y

(i)
r1+r2). Set

M = max{|y(i)
j | : 1 ≤ i ≤ r1+r2−1, 1 ≤ j ≤ r1+r2}. Now equate the hth coefficients

for g(ξ); this gives log |ξh|h
|Nξ|nh/n =

∑
i ciy

(i)
h , and this implies that |ξh|h ≤ e(r1+r2−1)M .

Hence D(1) is bounded.

We now calculate VolD(1). Let r = r1 + r2 − 1. Introduce polar coordinates on R×.
Let ξi = (ρi, θi), (i = 1, . . . , r + 1). Then ρi ≥ 0 for all i, θi = ±1 (i = 1, . . . , r1),
and 0 ≤ θi (i = r1 + 1, . . . , r1 + r2). In these coordinates, D(1) is described by the
following conditions:

1. 0 ≤
∏
ρni
i ≤ 1 (this expresses the condition Nξ ≤ 1).

2.

log ρj −
1

n

r+1∏
i=1

ρni
i =

r∑
q=1

cq log |σj(εq)|,

0 ≤ cq < 1, q = 1, . . . , r. (This expresses the condition that g(ξ) ∈ P .)

(These conditions don’t involve any of the angles θi.) Let F = {(ρ1, . . . , ρr+1) ∈
Rr+1 : ρi > 0, and (1) and (2) hold}. Then

Vol(D(1)) = 2r1(2π)r2
∫
· · ·
∫
ρ1 · · · ρr+1F dρ1 · · · dρr+1.

To evaluate this, let S be the cube in Rr+1 given by S = {(u, c1, . . . , cr) : 0 < u ≤
1, 0 ≤ cq < 1}. There is a bijection f : S → F given in one direction by

ρj(u, c1, . . . , ur) = c1/n exp

(∑
q

cq log |σj(εq)|

)
,
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j = 1, . . . , r + 1. [In the other direction, we have h : F → S given by h(ρ) =
(u(ρ), c1(ρ), . . . , cr(ρ)), where ρ = (ρ1, . . . , ρr+1) ∈ F , u(ρ) =

∏r+1
i=1 ρ

ni
i , and the

numbers cq(ρ) are determined by the linear equations

r∑
q=1

cq(ρ) log |σj(εq)| = log ρj −
1

n
log u(ρ)

(j = 1, . . . , r + 1).] This works because the determinant det(log |σj(εq)|) does not
vanish. We now compute the Jacobian J of F .

∂ρj
∂u

=
1

n

ρj
u

;
∂ρj
∂cq

= ρj log |σj(εq)|.

Hence we have

J =

∣∣∣∣∣∣∣
ρ1
nu

ρ1 log |σq(ε1)| · · · ρ1 log |σ1(εr)|
...

...
. . .

...
ρr+1

nu
ρr+1 log |σr+1(ε1)| · · · ρr+1 log |σr+1(εr)|

∣∣∣∣∣∣∣
=

ρ1ρ2 · · · ρr+1

nu

∣∣∣∣∣∣∣
1
... log |σi(εj)|i
1

∣∣∣∣∣∣∣ ,
1 ≤ i ≤ r+ 1, 1 ≤ j ≤ r. Multiply the ith row by ni, and then add the first r rows to
the last row. The last row becomes (n, 0, 0, . . . , 0). So the determinant is n2−r2RK ,
and so J is J = ρ1ρ2···ρr+1

nu
n2−r2RK . Now

r+1∏
j=1

ρ
nj

j = u exp

(∑
cq

(
r+1∑
j=1

nj log |σj(εq)|

))
= u.

So J = RK

ρr1+1···ρr+12r2
. Thus

VolD(1) = 2r1(2π)r2
∫
F

ρr1+1 · · · ρr+1 dρ

= 2r1(2π)r2
∫
S

ρr1+1(s) · · · ρr+1(s)J(s) ds

= 2r1πr2RK

∫
S

ds

= 2r1πr2RK .
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Finally, we show that ∂D(1) is Lipschitz parametrizable. Recall that we have f :
S → F given by

ρj(u, c1, . . . , cr) = u1/n exp

(∑
q

cq log |σj(εq)|

)

(j = 1, . . . , r + 1). Only u1/n is not continuously differentiable. Reparametrize the
cube by setting u = un1 . Then we get a continuously differentiable parametrization of
the closed cube onto the closure of F given by

ρj(u, c1, . . . , cr) = u1 exp

(∑
q

cq log |σj(εq)|

)

(j = 1, . . . , r+ 1). Then ρ restricted to ∂S gives an (r− 1)-Lipschitz parametrization
of ∂D(1). This completes the proof of the theorem.

8.2 Dirichlet Series

Definition 8.5 A Dirichlet series is an infinite series
∑∞

n=1 ane
−λns, with an, s ∈ C,

λn ∈ R.

We shall be concerned with series of the form
∑
ann

−s, i.e. λn = log n.

Proposition 8.6 If the partial sums of a Dirichlet series are bounded for a particu-
lar value s1 of s, then the series converges uniformly on compact subsets of the set
{s : <(s) > <(s1)}.

Proof. Let
∑∞

v=1 avv
−s be the Dirichlet series. Set Qn =

∑n
v=1 avv

−s1 . By hypothe-
sis, there exists a Q such that |Qn| ≤ Q for all n. Let σ1 = <(s1), and suppose δ > 0.
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Then, on the domain <(s) = σ ≥ σ1 + δ, we have

n+m∑
v=n+1

avv
−s =

n+m∑
v=n+1

avv
−s1vs1−s

=
n+m∑
v=n+1

(Qv −Qv−1)v
s1−s

=
n+m∑
v=n+1

Qvv
s1−s −

n+m−1∑
v=n

Qv(v + 1)s1−s

= Qn+m(n+m)s1−s −Qn(n+ 1)s1−s +
n+m−1∑
v=n+1

Qv(v
s1−s − (v + 1)s1−s).

Hence∣∣∣∣∣
n+m∑
v=n+1

avv
−s

∣∣∣∣∣ ≤ Q
(
(n+m)σ1−σ + (n+ 1)σ1−σ

)
+Q

n+m∑
v=n+1

|vs1−s − (v + 1)s1−s|.

Next observe that we have

|vs1−s − (v + 1)s1−s| =

∣∣∣∣(s1 − s)
∫ v+1

v

us1−s−1 du

∣∣∣∣
≤ |s1 − s|

∫ v+1

v

u−δ−1 du.

If s remains in the domain |s− s1| < C, then

|vs1−s − (v + 1)s1−s| ≤ C

∫ v+1

v

u−δ−1 du ≤ Cδ−1(v−δ − (v + 1)−δ).

Hence∣∣∣∣∣
n+m∑
v=n+1

avv
−s

∣∣∣∣∣ ≤ Q
[
(n+m)−δ + (n+ 1)−δ

]
+ Cδ−1Q

n+m∑
v=n+1

(v−δ − (v + 1)−δ)

< (2 + Cδ−1)Qu−δ

→ 0

as n→∞ (independently of m). Hence the result follows.
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Corollary 8.7 If the Dirichlet series converges for some value of s, then there is a real
number σ0 such that the series converges for <(s) > σ0 and diverges for <(s) < σ0.
σ0 is called the abscissa of convergence.

Proposition 8.8 If the partial sums Pn =
∑n

v=1 av of the coefficients of a Dirichlet
series

∑
v avv

−s have the property that |Pn| ≤ Pnσ1 for some P and some σ1 > 0,
then the abscissa of convergence σ0 is less than or equal to σ1.

Proof. Let <(s) = σ > σ1. Then

n+m∑
v=n+1

avv
−s = Pn+m(n+m)−s − Pn(n+ 1)−s +

n+m−1∑
v=n+1

Pv(v
−s − (v + 1)−s).

So (as in the proof of Proposition 8.6), we have∣∣∣∣∣
n+m−1∑
v=n+1

avv
−s

∣∣∣∣∣ ≤ P
[
(n+m)σ1−σ + (n+ 1)σ1−σ

]
+

n+m−1∑
v=n+1

Pvσ1|s|
∫ v+1

v

u−σ−1 du

≤ 2Pnσ1−σ + P |s|
∑

vσ1

∫ v+1

v

u−σ−1 du

≤ 2Pnσ1−σ + P |s|
∑∫ v+1

v

uσ1−σ−1 du

≤ 2Pnσ1−σ + P |s|(σ1 − σ)−1

n+m−1∑
v=n+1

((v + 1)σ1−σ − vσ1−σ)

≤ 2Pnσ1−σ + |s|P (σ1 − σ)−1(n+ 1)σ1−σ

≤ (2 + |s|(σ − σ1)
−1)Pnσ1−σ

→ 0

as n→∞ (independently of m).

Definition 8.9 The Riemann zeta function ζ(s) is defined by ζ(s) =
∑∞

v=1 v
−s.

Proposition 8.8 implies that the abscissa of ζ(s) is at most 1. However, ζ(s) does not
converge at s = 1, and so the abscissa of convergence is 1.
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Theorem 8.10 ζ(s) has an analytic continuation to <(s) > 0, except for a simple
pole at s = 1, with residue 1.

Proof. Consider the following series:

ζ2(s) = 1− 1

2s
+

1

3s
− · · · .

The partial sums of the coefficients are equal to 0 or 1, and so are bounded, i.e.
ζ2(s) is analytic for <(s) > 0. For <(s) > 1, we have 2

2s ζ(s) + ζ2(s) = ζ(s), i.e.
ζ(s) = 1

1−21−s ζ2(s), giving a meromorphic continuation to <(s) > 0. To see that ζ(s)
has no poles for s 6= 1, consider the series

ζr(s) =
1

1s
+

1

2s
+ · · ·+ 1

(r − 1)s
+

1− r
rs

+
1

(r + 1)s
+ · · ·+ 1− r

(2r)s
+

1

(2r + 1)s
+ · · · .

Then the partial sums of the coefficients of ζr(s) are bounded by r. Hence Proposi-
tion 8.8 implies that ζr(s) is analytic for <(s) > 0. Also, we have ζ(s) = 1

1−r1−s ζr(s).
Hence if s 6= 1 (<(s) > 0) is a pole of ζ(s), then we must have r1−s = 1 for all r,
which is a contradiction.

Theorem 8.11 Let f(s) =
∑∞

v=1 avv
−s, and let Pn =

∑n
v=1 av. Suppose that for some

ρ ∈ C and σ1 ∈ R (0 ≤ σ1 < 1), there exists a constant C such that |Pn−ρn| < Cnσ1

for all n. Then f(s) is holomorphic for <(s) > σ1, except for a simple pole of residue
1 at s = 1.

Proof. The sum of the first n coefficients of the Dirichlet series of f(s) − ρζ(s) is
Pn−ρn. Thus Proposition 8.8 implies that f(s)−ρζ(s) is holomorphic on <(s) > σ1.
The result now follows from Theorem 8.10.

8.3 The Zeta Function of an Algebraic Number

Field

Let K be a number field and n = [K : Q].
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Lemma 8.12 For <(s) > 1, the sum
∑

pNp−s over all prime ideals p of K converges.

Proof. ∑
p

Np−s =
∑
p∈Z

p prime

∑
p|(p)

Np−s ≤ n
∑
p

p−s ≤ n

∞∑
m=1

m−s,

and this last sum converges.

Remark. For s = σ + it and y > 0, ys = es log y, where log y is the real logarithm.

Theorem 8.13 For σ > 1, we have

(1)
∏

p(1−Np−s)−1 is absolutely convergent and converges uniformly on compact
subsets.

(2) The sum ζK(s) =
∑

aNa−s (sum over all integral ideals a of K) is absolutely
convergent and converges uniformly on compact subsets. (ζK(s) is the zeta
function of K.)

(3) ζK(s) =
∏

p(1−Np−s)−1. (In particular, ζK(s) 6= 0 for <(s) > 1.)

Proof.

(1) Fix σ0 > 1, and consider the product in the domain σ ≥ σ0. For any p, we have

log(1− |Np−s|)−1 =
∞∑
m=1

Np−σmm−1

≤
∞∑
m=1

Np−σm

=
Np−σ

1−Np−σ

≤ Np−σ0

1−Np−σ0

≤ 2Np−σ0 .
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Now since
∑

pNp−σ0 converges, it follows that
∑

p log(1− |Np−s|)−1 converges
uniformly for σ ≥ σ0. This implies (1).

(2) and (3) Consider a finite product

∏
Np≤t

(1−Np−s)−1 =
∏
Np≤t

(1 +Np−s +Np−2s + · · · ) =
′∑
Na−s,

where
∑′ denotes the sum over all integral ideals a whose prime factors have

norm at most t. Then∏
Np≤t

(1−Np−s)−1 =
∑
Na≤t

Na−s +
′∑

Na>t

Na−s. (†)

Hence for σ0 > 1 fixed, we have
∑

Na≤tNa−σ0 <
∏

Np≤t(1 − Np−σ0)−1. This
implies that

∑
aNa−s is absolutely convergent for <(s) > 1. From (†), we have∣∣∣∣∣ ∏
Np≤t

(1−Np−s)−1 −
∑
Na≤t

Na−s

∣∣∣∣∣ ≤ ∑
Na>t

Na−σ.

On σ ≥ σ0 > 1, we have
∑

Na>tNa−σ <
∑

Na>tNa−σ0 → 0 as t → ∞ (exer-
cise). This proves (2) and (3).

Definition 8.14 Let Y be any ideal class of K. The partial zeta function of Y is
ζK(s;Y ) =

∑
a∈Y Na−s (sum over integral ideals only). So ζK(s) =

∑
Y ζK(s;Y ).

Theorem 8.15 For any ideal class Y of K, ζK(s;Y ) is holomorphic on <(s) > 1− 1
n
,

except for a simple pole at s = 1 of residue

ρK =
2r1(2π)r2RK

w|dK |1/2
.

Proof. We may write ζK(s;Y ) =
∑∞

v=1 avv
−s, where av = #{a ∈ Y | Na = v}.

Recall that
f(Y, t) = #{a ∈ Y | Na ≤ t} = ρKt+O(t1−

1
n ).
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Now Pm = a1 + · · ·+ am = f(Y,m), and so the result follows from Theorem 8.11.

Corollary 8.16 ζK(s) is holomorphic on <(s) > 1 − 1
n
, except for a simple pole at

s = 1 of residue hKρK (where hK is the class number of K).

Corollary 8.17 K contains infinitely many prime ideals of degree 1 over Q.

Proof. On {z : |z| < 1}, the branch of the logarithm for which log 1 = 0 is given by
log(1− z) = −

∑∞
v=1 v

−1zv. For this branch, for σ > 0 real, we have

log ζK(σ) =
∑

p

log(1−Np−σ)−1

=
∑

p

∞∑
v=1

(vNpσv)−1

=
∑

p

Np−σ +
∑

p

∑
v≥2

(vNpσv)−1.

We claim that
∑

p

∑
v≥2(vNp−sv)−1 is holomorphic on any domain <(s) > σ0 >

1
2
.

We have ∑
p

∑
v≥2

|vNp−sv|−1 <
1

2

∑
p

∑
v≥2

|Np−sv|

=
1

2

∑
p

|Np−2s|(1− |Np−s|)−1

<
1

2
(1− 2−σ0)−1

∑
p

Np−2σ0

≤ n

∞∑
m=1

m−2σ0 ,

where n = [K : Q], and this last sum converges for σ0 >
1
2
.
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Hence it follows that
∑

pNp−σ →∞ as σ → 1+. Next we observe that∑
p

Np−σ =
∑
fp=1

Np−σ +
∑
fp≥2

Np−σ,

and the last sum on the right converges at σ = 1. Hence
∑

fp=1Np−1 diverges, and
so the result follows.

Corollary 8.18
∑

p∈Z
p prime

p−1 diverges.

8.4 Some Remarks on Characters (Extended Ex-

ercise)

Definition 8.19 Let F be a field and G a finite abelian group. An F -valued char-
acter χ of G is a homomorphism χ : G → F×. A character of G is a C-valued
character of G.

χ(G) is contained in S1. We let Ĝ denote the group of characters of G. This is a
finite abelian group.

Duality Theory for Finite Abelian Groups (8.20)

(1) Ĝ×H ' Ĝ× Ĥ.

(2) G ' Ĝ (non-canonically).

(3) For a subgroup H ≤ G, let H⊥ = {χ ∈ Ĝ : χ(H) = 1}. Then Ĥ ' Ĝ/H⊥ and
H =

⋂
χ∈H⊥ ker(χ).

(4)
̂̂
G ' G via g(χ) = χ(g) (so this isomorphism is canonical).

(5) ∑
g∈G

χ(G) =

{
|G| if χ is trivial,

0 otherwise.
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(3’) H⊥ =
⋂
h∈H ker(h) (viewing h ∈ ̂̂G).

(5’) ∑
χ∈ bG

χ(g) =

{
|G| if g = id,

0 otherwise.

Definition 8.21 Let m ∈ N. A Dirichlet character modulo m is a function
χ : Z→ C such that

(i) χ(a) = χ(b) if a ≡ b (mod m).

(ii) χ(ab) = χ(a)χ(b).

(iii) χ(a) = 0 iff (a,m) 6= 1.

Hence a Dirichlet character modulo m defines a character of (Z/mZ)×.

Definition 8.22 Let χ be a Dirichlet character modulo m, and suppose that n | m.
Then χ is induced from a Dirichlet character modulo n if χ(x) = χ(y) whenever
x ≡ y (mod n) and (xy,m) = 1.

Point. If n | m, then there is a natural quotient map θ : (Z/mZ)× → (Z/nZ)×.

Then x ∈ ̂(Z/mZ)× is induced from (Z/nZ)× iff χ = χ′θ for some χ′ ∈ ̂(Z/nZ)× (i.e.
iff χ factors through ker(θ)).

Definition 8.23 A character χ is called primitive if it is not induced from a char-
acter modulo a proper divisor of m. In this case, m is called the conductor of χ.

Exercise. Suppose that χ is a Dirichlet character on Z. If χ is induced from a char-
acter modulo m and also a character modulo n, then χ is induced from a character
modulo (m,n).
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Corollary 8.24 Let χ be a Dirichlet character on Z. Then there is a unique positive
integer fχ such that χ is induced from a primitive character modulo fχ. The number
fχ is called the conductor of χ.

8.5 L-Functions

Definition 8.25 Let χ be a primitive Dirichlet character. The (Dirichlet) L-function
attached to χ is defined by

L(s, χ) =
∞∑
v=1

χ(v)v−s.

Theorem 8.26 Assume that χ 6= id. Then
∑∞

v=1 χ(v)v−s converges absolutely on
<(s) > 0, and it converges uniformly on compact subsets of this region. For <(s) > 1,
we have

L(s, χ) =
∏
p

(1− χ(p)p−s)−1.

Proof. Observe that the partial sums Pn =
∑n

v=1 χ(v) are bounded (independently
of n) by e.g. φ(fχ), where φ is the Euler φ-function and fχ is a conductor of χ. Hence
the first assertion follows from Proposition 8.8 and Proposition 8.6. The second as-
sertion is proved as in Theorem 8.13.

Remark. L(s, χ0) = ζ(s), where χ0 is the trivial character.

Theorem 8.27 Let K = Q(ζn), so Gal(K/Q) ' (Z/nZ)×. Then ζK(s) =
∏

χ L(s, χ),
where the product is taken over all primitive Dirichlet characters whose conductors
divide n.
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Proof. It suffices to prove the equality for real values of s > 1. For such values of s,
we have ζK(s) =

∏
p(1−Np−s)−1,∏

χ

L(s, χ) =
∏
χ

∏
p

(1− χ(p)p−s)−1.

The theorem will follow if we show that∏
p|(p)

(1−Np−s) =
∏
χ

(1− χ(p)p−s). (†)

Let n = prm (r ≥ 0, (m, p) = 1).

Q(ζn) = K

Q(ζm)

Q

We now compute the left side of (†). We have poK = (p1 · · · pg)e, Npi = pf , where f
is the order of p (mod m), and efg = φ(n). Thus the left side of (†) is (1− p−fs)g.

We now compute the right side of (†). If, for some χ, fχ - m, then p | fχ, and so
χ(p) = 0. So the right side is

∏
fχ|m(1 − χ(p)p−s). Each character χ with fχ | m

induces a character χ on (Z/mZ)× (via the quotient map (Z/mZ)× → (Z/fχZ)×). As
χ runs over the set of primitive characters for which fχ | m, the induced characters χ′

run over ̂(Z/mZ)× (since every such χ′ is induced from a unique primitive character
χ, and for such χ, fχ | m). If z ≡ p (mod m), then χ(p) = χ′(z). Since z has order f
in (Z/mZ)×, χ′(z) is an f th root of unity. As χ′ runs over (Z/mZ)×, χ′(z) runs over
the group of f th roots of unity, taking each value χ(m)/f = g times. (Think of the

set
{
χ′(z) : χ′ ∈ ̂(Z/mZ)×

}
as being the set of values of z ∈ ̂̂

(Z/mZ)×.) Hence the

right side of (†) is ∏
wf=1

(1− wp−s)g = (1− p−fs)g = (1− p−fs)g,

which is the same as the left side.
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Corollary 8.28 Let hK be the class number of K = Q(ζn). Then

ρKhK =
∏
χ6=χ0

fχ|n

L(1, χ),

where χ0 is the trivial character and

ρK =
2r1(2π)r2RK

w|dK |1/2
.

Proof. Evaluate the residue at s = 1 of both sides of the equation ζK(s) =∏
χ L(s, χ). For χ 6= χ0, L(s, χ) is holomorphic at s = 1. L(s, χ0) = ζ(s) has

residue 1 at s = 1. ζK(s) has residue ρKhK at s = 1.

Corollary 8.29 For any character χ, L(1, χ) 6= 0.

Theorem 8.30 (Dirichlet’s theorem on primes in an arithmetic progression) Let
m and d be positive integers with (m, d) = 1. Then the arithmetic progression
{m+ nd | n ∈ N} contains infinitely many primes.

Proof. Write f(s) ∼ g(s) to mean f(s) − g(s) is holomorphic in a neighborhood of
s = 1. Let χ be a Dirichlet character with fχ | m. Then

logL(s, χ) =
∑
p

log(1− χ(p)p−s)−1 =
∑
p,n

χ(p)n

npns
∼
∑
p

χ(p)p−s

(since
∑

p,n≥2
1

npns is finite). Thus

logL(s, χ) ∼
∑
p-m

χ(p)p−s =
∑

C∈(Z/mZ)×

χ(C)
∑
p∈C

p−s, (†)

since p ≡ q (mod m) implies χ(p) = χ(q). Let A ∈ (Z/mZ)× be a fixed residue class.

Multiply both sides of (†) by χ(A−1), and sum over χ ∈ ̂(Z/mZ)×. We get

∑
χ

χ(A−1) logL(s, χ) ∼
∑
χ,C

χ(A−1C)
∑
p∈C

p−s =
∑
C

[∑
χ

χ(A−1C)
∑
p∈C

p−s

]
.
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Now ∑
C

χ(A−1C) =

{
φ(m) if A = C,

0 otherwise.

(Exercise.) Hence ∑
χ

χ(A−1) logL(s, χ) ∼ φ(m)
∑
p∈A

p−s.

Since L(1, χ) 6= 0 for χ 6= χ0, we obtain log ζ(s) ∼ φ(m)
∑

p∈A p
−s, and this implies

the result.

Corollary 8.31 Given any σ ∈ Gal(Q(ζm)/Q), there are infinitely many primes for
which σ is the Frobenius automorphism.

8.6 Abelian Extensions of Q
Suppose that K/Q is an abelian extension. The Kronecker-Weber Theorem implies
that K ⊆ Q(ζn) for some n. Now Gal(Q(ζn)/Q) ' (Z/nZ)×, and so Gal(Q(ζn)/K)
is isomorphic to a subgroup H(K) of (Z/nZ)×. Recall that

H(K)⊥ =
{
χ ∈ ̂(Z/nZ)× : χ(H) = 1

}
.

Then
H(K) ' Ĥ(K) =

[
̂(Z/nZ)×/H(K)⊥

]
.

Then
H(K)⊥ ' Gal(K/Q) ' ̂Gal(K/Q).

We refer to H(K)⊥ as the group of Dirichlet characters belonging to K, or the
group of characters of K.

Definition 8.32 Let K/Q be abelian. Then conductor of K is defined to be the
smallest positive integer n such that K ⊆ Q(ζn).

Exercise. Let K be a quadratic field of discriminant d. Show that the conductor of
K is |d|.
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Proposition 8.33 The conductor of K is the least common multiple of the characters
of K.

Proof. Let K ⊆ Q(ζn), and view the characters of K as characters modulo n. Set
H = Gal(Q(ζn)/K), viewed as a subgroup of (Z/nZ)×. Then H =

⋂
χ∈H⊥ ker(χ). If

m | n, then K ⊆ Q(ζm) iff {x (mod n) : x ≡ 1 (mod m)} ⊆ H. Hence K ⊆ Q(ζm)
iff each character of K is induced from a character of (Z/mZ)× iff fχ | m for each
χ ∈ H⊥.

Theorem 8.34 Suppose K/Q is abelian. Then ζK(s) =
∏

χ of K L(s, χ) (product over
all characters of K).

Proof. As in the proof of Theorem 8.27, it suffices to prove that, for each rational
prime p, ∏

p|(p)

(1−Np−s) =
∏
χ

(1− χ(p)p−s). (†)

The left side is equal to (1−p−fs)g, where (p) = (p1 · · · pg)e, and f is the residue class
degree of pi/p (any i). Fix m such that K ⊆ Q(ζm). Set H = Gal(Q(ζm)/K), viewed
as a subgroup of (Z/mZ)×. Let m = prn (r ≥ 0, p - n). Set H0 to be the image of H
in (Z/nZ)× under the quotient map.

Q(ζm)

H

K

Q

Q(ζm)

uuuuuuuuu

IIIIIIIII

Q(ζpr)

JJJJJJJJJJ
Q(ζn)

T

uuuuuuuuuu

(Z/nZ)×
uuuuuuuuuu

Q
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K pe1 · · · peg

T p1 · · · pg

Q p

Then T := Q(ζn) ∩ K is the subfield of Q(ζn) fixed by H0. T/Q is the maximal
subextension of K/Q in which p is unramified. Suppose z = p (mod n) in (Z/nZ)×.
Then f is the order of z (mod H0) since Frob(p, T/Q) = Frob(p,Q(ζn)/Q) |T . We
have g = [(Z/nZ)× : H0]/f . Now let χ be a character of K. If p | fχ, then χ(p) = 0.
Hence ∏

χ of K

(1− χ(p)p−s) =
∏
χ of T

(1− χ(p)p−s).

The characters of T are the characters of (Z/nZ)×/H0. As χ runs over all such
characters, χ(z) runs over the f th roots of unity. Each such f th root of unity occurs
g times. The right side of (†) is∏

wf=1

(1− p−s)g = (1− p−sf )g.

8.7 Functional Equations

Let χ be a Dirichlet character. Let

δχ =

{
0 if χ(−1) = 1, i.e. χ is even,

1 if χ(−1) = −1, i.e. χ is odd.

Let τ(χ) =
∑fχ

a=1 χ(a)e−2πia/fχ . Let Γ(z) =
∫∞

0
tz−1e−t dt, where z ∈ C, <(z) > 0;

this admits a meromorphic continuation to all of C. Let

Λ(s, χ) = (fχπ
−1)s/2Γ

(
s+ δχ

2

)
L(s, χ).
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Theorem 8.35 Λ(s, χ) can be extended to a meromorphic function on C. It satisfies
the functional equation

Λ(s, χ) =
τ(x)

f
1/2
χ iδχ

Λ(1− s, χ̄).

If χ 6= χ0, the trivial character, then L(s, χ) is entire. If χ = χ0, then the only pole
of L(s, χ0) = ζ(s) is at s = 1.

[See e.g. Lang or Tate’s thesis.]

Remarks.

1. Wχ := τ(χ)

f
1/2
χ iδχ

is called the root number.

2. If χ 6= χ0, we know that L(χ, s) is holomorphic for <(s) > 0. The functional
equation implies

L(s, χ) = Wχ(f/π)
1−2s

2 × Γ

(
1− s+ δχ

2

)
Γ

(
s+ δχ

2

)−1

× L(1− s, χ̄).

Since the Γ function is never zero, any poles of L(s, χ) on the domain <(s) ≤ 0

would have to arise as poles of the factor Γ
(

1−s+δχ
2

)
. The Γ function has poles

at 0 and at the negative integers and nowhere else. Hence L(s, χ) is holomorphic
for <(s) ≤ 0.

3. If χ = χ0, the functional equation of the Riemann ζ function is

Γ
(s

2

)
π

s
2 ζ(s) = Γ

(
1− s

2

)
π−

1−s
2 ζ(1− s),

so

ζ(s) =
Γ
(

1−s
2

)
π−

1
2
+sζ(1− s)

Γ
(
s
2

) .

Hence ζ(s) has zeros at s = −2n (n ∈ N) (“trivial zeros”). The values ζ(1−2n)
(n ∈ N) are in Q.

4. The zeta function of any algebraic number field satisfies a functional equation.
Suppose that K/Q is a real abelian extension, with n = [K : Q]. Set

ZK(s) = |dK |1/2
(
π−

s
2 Γ
(s

2

))n
× ζK(s).
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Then ZK(s) = ZK(1− s). Recall that ζK(s) =
∏

χ of K L(s, χ) (Theorem 8.34).
Comparing the functional equation of ζK(s) with that of

∏
χ L(s, χ) gives

(
|dK |

∏
χ

f−1
χ

)s/2

=
∏
χ

(χ(−1)fχ)
s/2τ(χ)−1 ×

(
|dK |

∏
χ

f−1
χ

) 1−s
2

.

This is possible for all s only if both sides equal 1, i.e.

|dK | =
∏
χ

fχ (∗)

and ∏
χ

τ(χ) =
∏
χ

(χ(−1)fχ)
1/2. (∗∗)

In fact, these formulae hold for all abelian extensions K/Q. (∗) is called the
conductor-discriminant formula. It implies that p ramifies in K/Q iff p
divides the conductor of K (cf Proposition 8.33).

Corollary 8.36 Let χ be the unique quadratic character modulo p. Then

τ(χ) =

{√
p if p ≡ 1 (mod 4),

i
√
p if p ≡ 3 (mod 4).

Proof. Apply (∗∗) to K, the unique quadratic subextension of Q(ζp)/Q.
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Chapter 9

Class Number Formulae

Recall. Let K/Q be abelian with n = [K : Q]. Then ζK(s) =
∏

χ of K L(s, χ), so

hR = w|dK |1/22−r1(2π)r2
∏
χ6=χ0

L(1, χ).

Either all embeddings σ : K ↪→ C are real (in which case w = 2) or they are all
complex. So

hR =

{
|dK |1/221−n∏

χ6=χ0
L(1, χ) K real,

w|dK |1/2(2π)−n/2
∏

χ6=χ0
L(1, χ) K complex.

If K is imaginary quadratic, these determine h. Otherwise we have to deal with the
regulator (which is hard).

9.1 Summation of L-Series

Let χ 6= χ0 be a primitive character, f its conductor, and ζ = e2πi/f . Then

L(s, χ) =
∞∑
v=1

χ(v)v−s =
∑

(x,f)=1

χ(x)
∑

v≡x (mod f)

v−s

(<(s) > 1). Now
∑

v≡x (mod f) v
−s =

∑∞
v=1 cvv

−s (a Dirichlet series), where

cv =

{
1 if v ≡ x (mod f),

0 otherwise.
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Now
f−1∑
k=0

ζrk =

{
f if r ≡ 0 (mod f),

0 otherwise,

so

cv =
1

f

f−1∑
k=0

ζ(x−v)k.

Hence

L(s, χ) =
∑

(x,f)=1

χ(x)
∞∑
v=1

ζ(x−v)kv−s

= f−1
∑
k

 ∑
(x,f)=1

χ(x)ζkx

 ∞∑
v=1

ζ−vkv−s

= f−1

f−1∑
k=0

τk(χ)
∞∑
v=1

ζ−vkv−s,

say, where τk(χ) is the Gauß sum, with τ0(χ) = 0 for χ 6= χ0. For k 6= 0, the
partial sums

∑n
v=1 ζ

−vk are bounded. Proposition 8.8 implies that the last series is
convergent for <(s) > 0 (and represents L(s, χ) by analytic continuation). Thus

L(1, χ) = f−1

f−1∑
k=1

τk(χ)
∞∑
v=1

ζ−vkv−1.

Thus

L(1, χ) = −f−1

f−1∑
k=1

τk(χ) log(1− ζ−k)

(χ 6= χ0, f = fχ).

Exercise. If (a, fχ) = 1, then τa(χ) = 0.

Theorem 9.1

(a) If χ is odd (i.e. χ(−1) = −1), then

L(1, χ) =
πiτ(χ)

f 2

∑
0<k<f

χ(k)k.
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(b) If χ is even (χ(−1) = 1), then

L(1, χ) = −τ(χ)

f

∑
k (mod f)

χ(k) log |1− ζk| = −τ(χ)

f

∑
0<k<f

χ(k) log

(
sin

πk

f

)
.

Proof. Note that τa(χ) = χ(a) for any a. Hence

L(1, χ) = −f−1

f−1∑
k=1

τk(χ) log(1− ζ−k) = −τ(χ)

f

f−1∑
k=1

χ(k) log(1− ζ−k).

Set S =
∑

k χ(k) log(1− ζ−k). We wish to evaluate S. First

1− ζ−k = 1− e−2πik/f

= e−πik/f (eπik/f − e−πik/f )

= 2ie−πik/f sin
πk

f

= 2ei(
π
2
−πk

f ) sin
πk

f
.

If 0 < k < f , then π
2
− πk

f
lies in the open interval

(
−π

2
, π

2

)
. Hence

log(1− ζ−k) = log

(
2 sin

πk

f

)
+ iπ

(
frac12− k

f

)
,

log(1− ζk) = log

(
2 sin

πk

f

)
− iπ

(
1

2
− k

f

)
provided 0 < k < f .

(i) Assume χ is odd. Replacing k by −k in the equation defining S gives

S = −
∑

k (mod f)

χ(k) log(1− ζk).

Hence

2S =
∑
k

χ(k)[log(1− ζ−k)− log(1− ζk)] = 2
∑

0<k<f

χ(k)iπ

(
1

2
− k

f

)
.
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Since
∑

k χ(k) = 0, this implies that

S = −iπ
f

∑
0<k<f

χ(k)k,

and now (a) follows.

(ii) Now assume χ is even. Replacing k by −k in the equation defining S gives

S =
∑

k (mod f)

χ(k) log(1− ζk).

Hence

2S =
∑
k

χ(k)[log(1− ζ−k) + log(1− ζk)]

=
∑
k

χ(k) log |1− ζk|

= 2
∑

0<k<f

χ(k) log

(
2 sin

πk

f

)
= 2

∑
0<k<f

χ(k) log

(
sin

πk

f

)
,

and now (b) follows.

9.2 Quadratic Fields

Let K/Q be a quadratic extension of discriminant d and f the conductor of K, which
is |d|. K has a unique nontrivial character, χ, say, and χ is primitive modulo f . If
p - f , then χ(p) =

(
p
d

)
(the Jacobi symbol).

Q(ζf )

H

K

Q
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The Galois group of Q(ζf )/Q is (Z/nZ)×. Let H be the unique subgroup of (Z/nZ)×

of index 2 which contains none of the subgroups ker((Z/fZ)× → (Z/f ′Z)) for divisors
f ′ | f . σ−1 : ζf 7→ ζ−1

f is complex conjugation. Hence χ is even iff K is real.

Theorem 9.2 Let K be a real quadratic field of discriminant d. Then the class
number of K is given by

h = − 1

log ε

∑
0<x< d

2

χ(x) log sin
πx

d
,

where ε > 1 is the fundamental unit, and χ is the nonprincipal character of K.

Proof. ζK(s) =
∏

χ of K L(s, χ), so hR = |dK |1/22−1L(1, χ) in this case. So Theorem
9.1 implies that

h =
|dK |1/2

2R

(
−τ(χ)

f

) ∑
0<k<f

χ(k) log

(
sin

πk

f

)
(and in this case f = d). The conductor-discriminant formula implies that τ(χ) =

|dK |1/2. We have χ(f − x) = χ(−x) = χ(x), and sin
(
π(f−x)

f

)
= sin πx

f
. So

h =
|dK |1/2

2R

(
−τ(χ)

f

) ∑
0<k<f

χ(k) log

(
sin

πk

f

)
= − 1

log ε

∑
0<x< d

2

χ(x) log
(
sin

πx

d

)
.

Theorem 9.3 Let K/Q be an imaginary quadratic extension with discriminant −d <
−4. The class number h of K is given by

h = −1

d

∑
0<x<d

χ(x)x = (2− χ(2))−1
∑

0<x< d
2

χ(x),

where χ is the nonprincipal character of K.
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Proof. Note that with our notation, fχ = d. Then

h =
d1/2w

2πR
L(1, χ).

−d < −4, so w = 2. We have R = 1 for any imaginary quadratic field. So we obtain
(cf Theorem 9.1(a))

h =
d1/2

π

(
iπτ(χ)

f 2

) ∑
0<k<f

χ(k)k.

Since χ is even, τ(χ) = if 1/2 (conductor-discriminant formula). Hence we get
h = −1

d

∑
0<x<d χ(x)x, which is the first equality.

We now prove the second equality. Suppose that f is even. We have χ(1+f/2) = −1

since 1 + f/2 (mod f) generates the kernel of (Z/fZ)× →
(
Z/f

2
Z
)×

. If (y, f) = 1,

then 1 + yf
2
≡ 1 + f

2
(mod f), and so χ

(
1 + yf

2

)
= −1. For any x with (x, f) = 1,

we have x + f
2
≡ x

(
1 + x−1 f

2

)
(mod f). Thus χ

(
x+ f

2

)
= −χ(x) (if 2 | f). So we

obtain

hf = −
∑

0<x< f
2

χ(x)x−
∑

0<x< f
2

χ

(
x+

f

2

)(
x+

f

2

)

= −
∑

0<x< f
2

χ(x)x+
∑

0<x< f
2

χ(x)

(
x+

f

2

)

=
f

2

∑
0<x< f

2

χ(x).

Since χ(2) = 0 if 2 | f , this proves the second equality when f is even.

Now suppose f is odd. We have

hf = −
∑

0<x< f
2

χ(x)x−
∑

0<x< f
2

χ(f − x)(f − x)

= −
∑

0<x< f
2

χ(x)x+
∑

0<x< f
2

χ(x)(f − x)

=
∑

0<x< f
2

χ(x)(−2x+ f).

(∗)
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On the other hand, we may write

hf = −
∑

0<x<f
x even

[χ(x)x+ χ(f − x)(f − x)]

= −
∑

0<x<f
x even

[χ(x)x− χ(x)(f − x)]

= −2
∑

0<x< f
2

χ(2x)x− 2
∑

0<x< f
2

χ(2x)x+ f
∑

0<x< f
2

χ(2x)

= −4
∑

0<x< f
2

χ(2x)x+ f
∑

0<x< f
2

χ(2x).

Hence
hf =

∑
0<x< f

2

χ(x)(−4x+ f). (∗∗)

−2x(∗) + (∗∗) gives

hf(−2 + χ(2)) = −f
∑

0<x< f
2

χ(x),

as required.

Corollary 9.4 Suppose p ≡ 3 (mod 4) is prime. Let R and N denote the number
of quadratic residues and nonresidues, respectively, in the interval

(
0, p

2

)
. The class

number of Q(
√
−p) is odd. If p ≡ 7 (mod 8), then h = R − N . If p ≡ 3 (mod 8),

then h = R−N
3

.

Proof. The nontrivial character of Q(
√
−p) has conductor p and is given by χ(x) =(

x
p

)
(Legendre symbol). Hence χ(2) = (−1)(p2−1)/8, i.e.

χ(2) =

{
−1 if p ≡ 3 (mod 8),

1 if p ≡ 7 (mod 8).

Theorem 9.3 implies that

h = (2− χ(2))−1
∑

0<x< p
2

χ(x).
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The sum is R−N , and it is odd because the number of terms is odd.

Remark. Corollary 9.4 implies that R > N , and so the quadratic residues tend to
cluster in the first half of the interval (0, p).

Corollary 9.5 Let K be a real quadratic field with discriminant d, class number h,
and fundamental unit ε. Let

η =

(∏
b

sin
πb

d

)(∏
a

sin
πa

d

)−1

,

where a and b run over integers in (0, d/2) which are coprime to d and which satisfy
χ(a) = 1 and χ(b) = −1, respectively. Then εh = η.

Proof. Exponentiate Theorem 9.2.

Remark. Suppose p ≡ 1 (mod 4) is prime. The nontrivial character of Q(
√
p)

is χ(x) =
(
x
p

)
. Since χ(x) = χ(−x), there are as many quadratic residues in

(0, p/2) as there are in (p/2, p). However, η > 1 since η is a power of ε > 1. Hence∏
b sin

πb
d
>
∏

a sin πa
d

. Since the function sin t is increasing on the interval (0, π/2), it
follows that the quadratic residues cluster near the beginning of the interval (0, p/2).

Example. Let p = 29. Then the quadratic residues between 1 are 14 are 1, 4, 5, 6,
7, 9, and 13. In particular, there are five between 1 and 7 but only two between 8
and 14.
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Chapter 10

Artin L-Functions

10.1 A Crash Course in Representation Theory

Let G be a finite group. If f1, f2 : G → C are C-valued functions on G, we define
their inner product by (f1, f2) = 1

|G|
∑

g∈G f1(g)f2(g). If f : G → C is a C-valued

function on G and σ ∈ G, define fσ : G → C by fσ(g) = f(σgσ−1). f is said to be
a class function if fσ = f for all σ ∈ G. Suppose H ≤ G, and let f : H → C be
a class function on H. We define a class function IndGH f : G → C as follows: Let

g1, . . . , gr be a collection of coset representatives of H in G. Extend f to f̂ on G by

f̂(g) =

{
f(g) g ∈ H,
0 g 6∈ H.

Then

(IndGH f)(g) =
r∑
i=1

f̂(g−1
i ggi) =

1

|H|
∑
s∈G

f̂(s−1gs).

Let f1 be a class function on H and f2 a class function on G. The Frobenius reci-
procity theorem states that (f1, f2 |H)H = (IndGH f1, f2)G.

How do class functions arise?

A representation of a finite group G is an action G on a finite-dimensional C-vector
space V , i.e. a homomorphism ρ : G → GL(V ). The degree of ρ is dim(V ). The
representation (ρ, V ) is irreducible if the G-module V contains no proper submod-
ules. Two representations (ρ, V ) and (ρ′, V ′) are equivalent if the G-modules V

127



and V ′ are isomorphic. Every representation (ρ, V ) decomposes into a direct sum
V = V1 ⊕ · · · ⊕ Vs of irreducible representations. If an irreducible representation
(ρα, Vα) is equivalent to precisely rα representations in this direct sum decomposition,
we call rα the multiplicity of ρα in ρ, and we write ρ =

∑
α rαρα. The character χ

of a representation (ρ, V ) is the function χ : G→ C; χ(σ) = Tr(ρ(σ)); this is a class
function on G. Two representations are equivalent iff their characters are equal.

If ρ =
∑

α rαρα, then χ =
∑

α rαχα. For irreducible characters χα and χβ, we have

(χα, χβ) =

{
0 if α 6= β,

1if α = β

and ∑
α

χα(σ)χα(τ) =

{
0 if 〈σ〉 6= 〈τ〉,
|G|
|〈σ〉| if 〈σ〉 = 〈τ〉,

where 〈σ〉 and 〈τ〉 are the conjugacy classes of σ and τ .

Every class function on G is a C-linear combination of characters χ of irreducible
representations. A class function which is a Z-linear combination of characters is
called a generalized character.

For each g ∈ G, define a symbol xg, and consider the C-vector space V =
⊕

g∈G Cxg.
Then dimV = |G|. The regular representation regG : G → GL(V ) is defined by
σ 7→ {xg 7→ xσg}. Then

χregG
(σ) =

{
|G| if σ = e,

0 if σ 6= e.

We have χregG
=
∑

α χα(1)χα and regG = IndG{e} 1, where 1 denotes the trivial char-
acter on the subgroup {e}.

10.2 Induced Modules

If H ≤ G and V is an H-module, then we may define a G-module W := IndGH(V )
called the induced G-module. W = {f : G → V, f(τx) = f(x) for all τ ∈ H}.
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The action of σ ∈ G on f ∈ W is (σf)(x) = f(xσ). There is a canonical H-
homomorphism π : IndGH V → V , π(f) = f(1). This maps the H-submodule
V ′ = {f ∈ IndGH V : f(x) = 0 for all x 6∈ H} isomorphically onto V . Identify V ′

with V . Then with this identification, IndGH V =
⊕

σ∈G/H σV . (Exercise.) (σ runs

over a system of left coset representatives of H in G.)

L

G

P

K p

Let L/K be Galois with G = Gal(L/K). Let (ρ, V ) be a representation of G. For
brevity, we denote the action of σ ∈ G on v ∈ V by σx rather than ρ(σ)v. Set GP to
be the decomposition group of P and IP the inertia group of P | p.

LP

GP

`

GP/IP

Kp k

The group GP/IP is generated by the Frobenius automorphism σP. σP is an endo-
morphism of V IP , where V IP = {v ∈ V | τv = v for all τ ∈ IP}. The characteristic
polynomial det(1− σPt | V IP) depends only on p, and not upon the choice of prime
P, since any other choice P′ gives an endomorphism which is conjugate to σP. The
determinant depends only upon the character χ of ρ, since any two representations
with the same character are equivalent.

Definition 10.1 Let L/K be a Galois extension with group G, and let (ρ, V ) be a
representation of G with character χ. The Artin L-series of ρ (or χ) is defined by

L(s, χ, L/K) =
∏

p

1

det(1− σP(Np)−s | V IP)
.

For every δ > 0, the Artin L-series converges absolutely and uniformly on the half-
plane <(s) ≥ 1 + δ. This is because, in the factorization

det(1− σP(Np)−s | vIP) =
d∏
i=1

(1− εi(Np)−s),
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the εi’s are roots of unity since σP is of finite order.

Theorem 10.2

(i) For the trivial character χ = 1, we obtain the Dedekind zeta function L(s, 1, L/K) =
ζK(s).

(ii) If L′ ⊇ L ⊇ L ⊇ K is a larger Galois extension, then L(s, χ, L′/K) =
L(s, χ, L/K), viewing the character χ of Gal(L/K) as a character of Gal(L′/K).

(iii) If χ1 and χ2 are two characters of Gal(L/K), then L(s, χ1 + χ2, L/K) =
L(s, χ1, L/K)L(s, χ2, L/K).

(iv) If M is an intermediate field K ⊆M ⊆ L, ψ a character of Gal(L/M), and χψ
the induced character of Gal(L/K), then L(s, χψ, L/K) = L(s, ψ, L/M).

Proof.

(i) Suppose that ρ : G→ GL(C) is the trivial representation ρ(σ) = 1 for all σ ∈ G.
Then det(1− σP(Np)−s | C) = 1− (Np)−s, and so L(s, χ0, L/K) = ζK(s).

(ii)

L′ P′

L P

K p

Suppose that (ρ, V ) is a representation of Gal(L/K). Then Gal(L′/K) acts on
that Gal(L/K)-module V via the natural quotient map Gal(L′/K)→ Gal(L/K).
This map in turn induces homomorphisms GP′ → GP, IP′ → IP of decom-
position and inertia groups. We have GP′/IP′ → GP/IP, σP′ 7→ σP. So
(σP′ , V IP′ ) = (σP, V

IP), i.e. det(1− σP′t | V IP′ ) = det(1− σPt | V IP), and this
implies the result.

(iii) Suppose that (ρ1, V1) and (ρ2, V2) are representations of Gal(L/K) with charac-
ters χ1 and χ2. Then the direct sum (ρ1 ⊕ ρ2, V1 ⊕ V2) is a representation with
character χ1 + χ2 and

det(1− σPt | (V1 ⊕ V2)
IP) = det(1− σPt | V

IP
1 ) det(1− σPt | V

IP
2 ).
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(iv) This is slightly more tricky.

L

H

P1 · · · Pr

M q1 · · · qr

K p

Let H = Gal(L/M) and G = Gal(L/K). Let q1, . . . , qr be the distinct primes
of M lying above p. For each i = 1, . . . , r, let Pi be a prime of L lying above qi.
Set Gi to be the decomposition group of Pi/p, Ii the inertia group of Pi/qi. Let

fi be the degree of qi over p. Then fi = [Gi:Ii]
[Hi:Ii]

= [Gi : HiIi]. Also Nqi = (Np)fi .

Choose an element τi ∈ G such that Pi = Pτi
i . Then Gi = τ−1

i G1τi and
Ii = τ−1

i I1τi. Let σ ∈ G1 be such that σ 7→ σP1 under the map G1 → G1/I1.

Then σi := τ−1
i στi ∈ Gi is mapped to σPi

∈ Gi/Ii. The image of σfi

i in Hi/I
′
i is

the Frobenius of Pi/qi. Now let ρ : H → GL(W ) be a representation of H with
character ψ. Then χψ is the character of the induced representation IndGH(ρ) of
G on V = IndGH(W ). We have to show

det(1− σt | vI1) =
r∏
i=1

det(1− σfi

i t
fi | W I′i). (†)

We now reduce to the case of G = G1 and r = 1. Conjugation of the right side
of (†) by τi gives

det(1− σfi

i t
fi | W I′i) = det(1− σfi

i t
fi | (τiW )I1∩τiHτ

−1
i ) (∗)

and fi = [Gi : (Gi ∩ τiHτ−1
i ) · Ii]. For each i, choose a system of left represen-

tatives ϕij of G1 modulo Gi ∩ τiHτ−1
i . Check that {ϕijτi} is a system of left

representatives of G modulo H. Hence V =
⊕

i,j ϕijτiW . Set V =
⊕

j ϕijτiW .
This gives a decomposition V =

⊕
i Vi of V as a G1-module, so we have

det(1− σt | V I1) =
r∏
i=1

det(1− σt | V I1
i ). (‡)

Hence comparing (†), (∗), and (‡), it suffices to prove that

det(1− σt | V I1
i ) = det(1− σfitfi | (τiW )I1∩τiHτ

−1
i ).
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We now simplify notation. Replace G1 by G, I1 by I, G1 ∩ τiHτ−1
i by H, fi

by [G : HI], Vi by V , and τiW by W . Then again V = IndGH(W ), i.e. we are
reduced to the case r = 1, G1 = G.

We now show that we may assume that I = {1}. If we set Ḡ := G/I,

H̄ = H/(I ∩H), then we have V I = IndḠH̄(W I∩H), for a function f : G→ W in
V is invariant under I iff f(xτ) = f(x) for all τ ∈ I iff f is a function on Ḡ. Then
f automatically takes values in W I∩H , since we have αf(x) = f(αx) = f(x) for
all α ∈ I ∩H.

So we may assume that I = {1}. Then G = 〈σ〉 and f = [G : H], so V =⊕f−1
i=0 σiW . Let A be the matrix of σf with respect to a basis w1, . . . , wd of W .

Write I for the d× d identity matrix. Then

B =


0 I · · · 0
...

. . . · · · ...

0
. . . . . . I

A · · · · · · 0


is the matrix of σ with respect to the basis {σiwj}. So now we get

det(1− σt | V ) = det


I −tI · · · 0

0 0
. . .

...
...

...
. . . −tI

tI · · · · · · I

 = det(1− σf tf | W )

(multiply the first row by t and add to the second, then multiply the second
row by t and add to the third, etc.).

Corollary 10.3 Let {χα} denote the set of irreducible characters of G. Then

ζL(s) = ζK(s)
∏
χα 6=1

L(s, χα, L/K)χα(1).
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Proof. Recall that for the regular representation regG of G, we have regG = IndG{1} 1
and χregG

=
∑

α χα(1)χα. The result now follows immediately from Theorem 10.2.

L

G

K

Question. (Artin) Is ζL(s)/ζK(s) a homolorphic function on the entire complex
plane?

Artin’s Conjecture. For every irreducible character χ 6= 1, the Artin L-series has
an analytic continuation to the entire complex plane.

It is known that L(s, χ, L/K) has a meromorphic continuation to C and satisfies a
functional equation.

10.3 Another Formula for the Artin L-Series

(This shows explicitly the pure dependence upon the character χ.)

L

G

P

K p
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Consider all elements of GP which are mapped onto the Frobenius σP under the map
GP → GP/IP. Fix one such element σ; then the other such elements are in the coset
σIP. Write

ρ(pm) =
1

e

∑
τ∈IP

ρ(σmτ),

χ(pm) =
1

e

∑
τ∈IP

χ(σmτ),

e = |IP|.

We can think of these as “mean values.”

Proposition 10.4 For <(s) > 1, we have

L(s, χ, L/K) =
∏

p

1

det(1− ρ(p)(Np)−s | V )
= exp

(∑
p

∞∑
m=1

χ(pm)

m(Np)ms

)
.

Proof. Consider the exact sequence

0→ V I → V → V/V I → 0

(I = IP). Now ρ(p) = ρ(σp) on V I . ρ(p) = 0 on V/V I since

ρ(p)v =
∑
τ∈I

τσ(v) ∈ V ⊥

for all v ∈ V . Hence det(1−ρ(p)t | V ) = det(1−ρ(σpt | V I)), and so the first equality
follows.

We now recall a general fact from linear algebra. If α is any endomorphism of a finite
dimensional vector space V , then

log det(1− αt)−1 =
∞∑
m=1

tr(αm)
tm

m
(†)
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(identity of formal power series), e.g. if dimV = 1 and α is multiplication by a, then

log(1− at) = −
∞∑
m=1

am
tm

m
.

[For the general formula, choose a basis of V with respect to which α is upper trian-
gular.] Now we apply this to α = ρ(p).

We claim that αm = ρ(pm). For consider J := 1
e

∑
τ∈I ρ(τ). Then J2 = J , and J

commutes with ρ(σ). So

ρ(pm) = ρ(σm)J = ρ(σ)mJm = (ρ(σ)J)m = ρ(p)m.

Now the second equality of the proposition follows from (†) together with the fact
that tr(αm) = tr(ρ(pm1 )) = χ(pm).
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Chapter 11

Introduction to Class Field Theory

Aim. Let K be a field. Determine the abelian extensions of K in terms of the arith-
metic of K.

Let K be a number field with [K : Q] = n.

Definition 11.1 A divisor M of K is a formal product M0M∞, where M0 is an
ideal of oK and M∞ is a (possibly empty) product of distinct, real, infinite places of
K. M0 is the finite part of M, and M∞ is the infinite part of M.

If L/K is a finite extension, then a divisor of K determines a divisor of L in a natural
way.

Definition 11.2 Let M be a divisor of K, α ∈ K×. Write α ≡ 1 mod∗ M to mean

(1) vp(α− 1) ≥ vp(M) for all finite primes dividing M.

(2) α > 0 at all infinite places dividing M.

Let PM be the group of principal ideals of K which have a generator α ≡ 1 mod∗ M

and IM the group of fractional ideals coprime to M (so IM = IM0). Then IM/PM is
a finite group called the mod M ray class group.

Example 11.3
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(1) The mod oK ray class group is just the usual ideal class group.

(2) (a) Let K/Q, M = n (n > 0). In is the set of ideals generated by rational
integers coprime to n. Suppose (r) ∈ Pn. Then r ≡ ±1 (mod n). Thus
In/Pn ' (Z/nZ)×/{±1}.

(b) K = Q, M = n · ∞ (n > 0). Then In·∞ = In. If (r) ∈ Pn, then we
need |r| ≡ +1 (mod n). If |r| ≡ −1 (mod n), then (r) 6∈ Pn. Thus
In·∞/Pn·∞ ' (Z/nZ)×.

Exercise. Let K be a real quadratic field.

L

G
abelian

P

K p

Suppose p is unramified in L/K. Let σP be the Frobenius element of p in G. (This
is unique since G is abelian.) Now let M be a divisor of K which is divisible by all
primes that ramify in L/K. We may define a group homomorphism called the Artin
map: (·, L/K) : IK,M → Gal(L/K) induced by the map p 7→ σp = (p, L/K). Then
it may be shown that (·, L/K) is surjective and that its kernel contains the subgroup
NL/K(IL,M).

Theorem 11.4 Let L/K be a finite abelian extension. Then there exists a divisor
f of K (the minimal such is called the conductor of L/K) such that the following
hold:

(i) A prime p ramifies in L/K iff p | f.

(ii) Suppose that M is a divisor with f |M. Then there exists a subgroup H with
PM ⊆ H ⊆ IM such that the Artin map induces an isomorphism IM/H '
Gal(L/K).

We have H = PM ·NL/K(IM(L)).

Theorem 11.5 Suppose M is a divisor of K, and let H be a subgroup of IM with
PM ⊆ H ⊆ IM. Then there exists a unique abelian extension L/K, ramified only at
primes dividing M, such that
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1. H = PM ·NL/K(IM(L)).

(ii) IM/H ' Gal(L/K) via the Artin map.

Theorem 11.6 Suppose L1/K and L2/K are abelian extensions of conductors f1 and
f2. Let M be a multiple of f1f2, and let H1, H2 ⊆ IM be the corresponding subgroups.
Then H1 ⊆ H2 iff L1 ⊇ L2.

Definition 11.7 The abelian extension associated to H in Theorem 11.5 is called
the class field of H. If H = PK,M, then L := K(M) is called the ray class field
mod M.

Definition 11.8 Let M be a divisor of K. Say that M is admissible for L/K if

(i) M is divisible by all of those primes of K which ramify in L/K,

(ii) PK,m is contained in the kernel of the Artin map (·, L/K) : IK,M → Gal(L/K).

Example 11.9 Take M = 1 and H = PK to be the principal ideals in K. Then we
obtain an abelian extension L/K with Gal(L/K) ' IK/PK , the ideal class group of
K (via the Artin map). Then Theorem 11.5 implies that L/K is everywhere unram-
ified. Theorem 11.4 implies that any unramified extension of K has conductor f = 1
and corresponds to a subgroup containing P1 = P . Theorem 11.6 implies that L is
the maximal everywhere unramified abelian extension of K. L is called the Hilbert
class field of K.

Consequence. Suppose p is a prime ideal of K. Then p splits completely in the
Hilbert class field iff the decomposition group at p is trivial iff σp = 1 iff p ∈ P , i.e.
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p is principal.
H3

H2

H1

K

Golod and Shafarevich constructed a tower by starting withK = Q(
√
−2 · 3 · 5 · 7 · 11 · 13)

or K = Q(
√

2 · 3 · 5 · 7 · 11 · 13 · 17 · 19).

Example 11.10 Let L/K be the Hilbert class field of K, and suppose K/F is a finite
Galois extension.

L

K

G

F

We claim that G acts on Gal(L/K). Suppose that τ ∈ G. Extend τ to τ̃ ∈ Gal(L/F ).
Then if σ ∈ Gal(L/K), στ = τ̃στ̃−1. (This is independent of the choice of τ̃ because
Gal(L/K) is abelian.) Let p be a prime of K. Then p 7→ σp under the Artin map
τp 7→ στp = τ̃σpτ̃

−1 = (σp)τ . Hence Gal(L/K) is isomorphic to the ideal class group
of K as Gal(K/F )-modules.
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Example 11.11
L P

ttttttttt

MK

ttttttttt

p K

M P̃

uuuuuuuuu

p̃ F

Let p be a prime in K unramified in L/K and P a prime of L lying above p. p̃ and

P̃ are the primes of F and M , respectively, lying below p and P. Assume that p̃ is
unramified in M/F . Set f = [oK/p : oF/p̃], the residue class degree. NK/Fp = p̃f ,
Np = (N p̃)f . We have oM ⊆ oL, so

σ
L/K
p |M (x) ≡ xNp (mod P̃)

for all x ∈ oM . Also

σ
M/F
NK/F (p)x = (σ

M/Fep )fx ≡ xNepf

(mod P̃) ≡ xNp (mod P̃).

So σ
L/K
p |M= σ

M/F
NK/F (p).

Application. Suppose

(a) M is the Hilbert class field of F ,

(b) L is the Hilbert class field of K.

(c) M ∩K = F (e.g. K/F is totally ramified for some prime).

Then Gal(MK/K) ' Gal(M/F ) (via restriction). So Gal(L/K) → Gal(M/F ) (via
restriction) is surjective. We have the following diagram:

IK/PK
∼

Artin
//

NK/F

��

Gal(L/K)

restriction
��

IF/PF
∼ // Gal(M/F )
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The diagram commutes (via what we proved earlier). The restriction map is surjec-
tive. Thus the norm map is surjective. Hence the class number of F divides the class
number of K.

Example 11.12 (Abelian Extensions of Q) Let n ∈ N, and consider Q(ζn). If p - n,
then σp(ζn) = ζpn. Hence we have a map In → Gal(Q(ζn)/Q). If (a, n) = 1 and a > 0,
then (a) 7→ σa, and so the map is surjective.

We now wish to determine its kernel. Suppose r ∈ Q, with (r) ∈ In. Suppose |r| =∏
pbii . Then (r) =

∏
(pi)

bi , and so σ(r) =
∏
σbipi

= σ|r|, where σ|r|(ζn) = ζ
|r|
n . σ(r) = 1 iff

|r| ≡ 1 (mod n) iff (r) ∈ Pn·∞. Since In = In·∞, we have In·∞/Pn·∞ ' Gal(Q(ζn)/Q).
Now suppose that K/Q is abelian. Theorem 11.4 implies that there exists a divisor
M and a subgroup H with PM ⊆ H ⊆ IM. We may take M = n ·∞, n ∈ Z. Theorem
11.6 implies that K is contained in the field corresponding to Pn·∞, i.e. Q(ζn).

Theorem 11.13 Let K/Q be an abelian extension. Then K is contained in a cyclo-
tomic field.

Remark 11.14 Suppose that K/Q is abelian, and let H ⊆ Pn·∞ be the correspond-
ing subgroup. Then the group H/Pn·∞ corresponds to a subgroup of congruence
classes modulo n since In·∞/Pn·∞ ' (Z/nZ)×. Now (p) splits completely iff σp = 1
iff (p) ∈ H. So the primes that split completely are determined by congruence con-
ditions modulo n.

11.1 Local Class Field Theory

Now suppose that K/Qp is a finite extension. Write K× = πZ × U = πZ ×W 1 × U1,
where π is a local uniformizer, U is the set of local units in K, W 1 is the set of roots
of unity in K of order prime to p, and U1 = {x ∈ U : x ≡ 1 (mod π)}.

Theorem 11.15 Let L/K be a finite abelian extension.
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(i) Then there is a map (the local Artin map) K× → Gal(L/K) which induces
an isomorphism K×/NL/K(L×) ' Gal(L/K).

(ii) If I is the inertia subgroup of L/K, then UK/NL/K(UL) ' I.

(iii) If L/K is unramified, then Gal(L/K) is cyclic (generated by the Frobenius F ),
and (a, L/K) = F vπ(a).

Theorem 11.16 Let H ⊆ K× be an open subgroup of finite index. Then there exists
a unique abelian extension L/K with NL/K(L×) = H.

Theorem 11.17 Suppose that L1 and L2 are finite abelian extensions of K. Then
L1 ⊆ L2 iff NL1/K(L×1 ) ⊇ NL2/K(L×2 ).

11.2 Infinite Abelian Extensions

Let K̂× denote the profinite completion of K×, i.e. lim←−K
×/H. (H runs over all

open subgroups of finite index.) K×/H ' (Z/mZ) × W 1 × U1

Upn

1

, for some m,n.

U1 = lim←−U1/U
pn

1 , Ŵ = lim←−W
′, lim←−Z/mZ = Ẑ =

∏
p Zp. Hence K̂× ' π

bZ × U1 '
Gal(Kab/K).

11.3 Global Class Field Theory via Idèles

Now suppose K is a number field, and let p be a prime of K, Kp the completion of
K at p, and Up the set of local units of Kp. The idèle group JK of K is defined
by JK = {(. . . , xp, . . .)} ∈

∏
pK

×
p | xp ∈ Up for almost all p}. Give U =

∏
p Up the

product topology, and let U be an open subset of JK . Then JK becomes a locally
compact group. We have K× ↪→ JK with discrete image. The image of K× is called
the group of principal idèles. Define CK := JK/K

×. CK is called the group of
idèle classes or the idèle class group.
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L P

K p

Suppose L/K is a finite extension. We have a norm map NP/p : LP → Kp. If x =
(. . . , xP, . . .) ∈ JL, define NL/K(x) = (. . . , yp, . . .) ∈ JK , where yp =

∏
P|pNP/p(xp).

This induces a map NL/K : CL → CK .

Theorem 11.18 Let L/K be a finite abelian extension. Then there is an isomorphism

JK
K×NL/K(JL)

=
CK

NL/K(CL)
' Gal(L/K).

p is unramified in L/K iff Up ⊆ K×NL/K(JL). (There is a natural embedding
Up ↪→ JK given by up 7→ (1, 1, . . . , 1, up, 1, 1, . . . , 1).)

Theorem 11.19 If H is an open subgroup of CK of finite index, then there exists a
unique abelian extension L/K such that NL/K(CL) = H.

Aliter. If H ⊇ K× is an open subgroup of IK of finite index, then there exists a
unique abelian extension L/K such that K×NL/K(JK) = H.

Theorem 11.20 Suppose that L1 and L2 are finite abelian extensions of K. Then
L1 ⊆ L2 iff K×NL1/K(JL1) ⊇ K×NL2/K(JL2).

Example. Suppose that L is the Hilbert class field of K. Since L/K is unramified
everywhere, U =

∏
p Up ⊆ K×NL/K(JL). Since L is maximal, K×U is the subgroup

of JK corresponding to L. We have a natural map α from JK to the ideals of K given
by

(. . . , xp, . . .) 7→
∏

finite p

pvp(xp).

ker(α) = U . Considering the induced map to the ideal class group gives JK/K
×U '

Gal(L/K), which is isomorphic to the ideal class group of K.
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11.4 Adèles of K

AK =
{

(. . . , xp, . . .) ∈
∏

pKp | xp ∈ oK,p for all but finitely many p
}

. So JK = A×
K .

Kab

LG

K // JKoo // A×
K

oo
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Chapter 12

Problems

1. Which of the following numbers are algebraic integers:

(a) 12
√

15( 39
√

7 + 7
√

39)

(b) 1+i√
2

(c) 1+ 3√10+ 3√100
3

2. (a) Let d be a squarefree integer. Find the ring of integers of Q(
√
d).

(b) Let d be a squarefree integer with the property that d ≡ 1 (mod 4). Show
that Z(

√
d) is not a PID.

3. Let L/K be a finite, separable extension of fields (not necessarily of character-
istic 0).

(a) Show that TrL/K : L × L → K; (x, y) 7→ TrL/K(xy) is a nondegenerate,
symmetric, K-bilinear form on L.

(b) Show that the map TrL/K : L→ K; x 7→ TrL/K(x) is surjective.

4. Suppose that K is a number field, and let x ∈ oK . Show that x is a unit in oK
if and only if NK/Q(x) = ±1.

5. Let ζn = 1 and assume that α = 1
m

(
∑m

i=1 ζ
κi) is an algebraic integer. Show

that either
∑m

i=1 ζ
κi = 0 or ζκ1 = · · · = ζκm .

6. Find the ring of integers, and calculate the discriminant of Q( 3
√

5).

7. Find the ring of integers, and calculate the discriminant of Q(
√

2,
√
i).
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8. LetK be a number field of degree n over Q, and fix algebraic integers α1, . . . , αn ∈
K. We know that d = D(α1, . . . , αn) is in Z; we will show that d ≡ 0 or 1
(mod 4). Letting σ1, . . . , σn denote the embeddings of K in C, we know that
d is the square of the determinant |σi(αj)|. This determinant is the sum of
n! terms, one for each permutation of {1, . . . , n}. Let P denote the sum of
the terms corresponding to even permutations, and let N denote the sum of
the terms (without negative signs) corresponding to odd permutations. Thus
d = (P −N)2 = (P +N)2 − 4PN . Complete the proof by showing that P +N
and PN are in Z. In particular, we have d(A ∩K) ≡ 0 or 1 (mod 4). This is
known as Stickelberger’s criterion.

9. Let f(x) = x3 + ax + b, a and b ∈ Z, and assume f is irreducible over Q. Let
α be a root of f .

(a) Show that f ′(α) = −(2aα+ 3b)/α.

(b) Show that 2aα + 3b is a root of
(
x−3b
2a

)3
+ a

(
x−3b
2a

)
+ b. Use this to find

NQ[α]/Q(2aα+ 3b).

(c) Show that d(α) = −(4a3 + 27b2).

(d) Suppose α3 = α+1. Prove that {1, α, α2} is an integral basis for A∩Q[α].
Do the same if α3 + α = 1.

10. Let θ be a root of the polynomial T 3− 2T + 2. Calculate the ring of integers of
Q(θ).

11. Let K be a number field with [K : Q] = n, and let 2t of the n embeddings of K
into C have complex image. By considering the action of complex conjugation
on ∆(K/Q), show that the sign of d(K/Q) is equal to (−1)t.

12. Let K be a number field with [K : Q] = 3. By considering the action of various
Galois embeddings on ∆(K/Q), show that d(K/Q) is a square if and only if
K/Q is Galois.

13. Let f(T ) ∈ Z[T ] be a monic, irreducible polynomial. Let x be a root of f , and
let K = Q(x). By expressing 1/f(T ) in partial fractions, show that

TrK/Q(xi/f ′(x)) = 0 0 ≤ i < n− 1

= 1 i = n− 1.

Now suppose that oK = Z[x]. Let D−1 denote the image of the dual of oK under
the composite homomorphism

HomZ(oK ,Z) ↪→ HomQ(K,Q) ' K,
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where the isomorphism is given by the trace. Show that D−1 is a fractional
ideal and that N(D) = |d(K/Q)|.

14. Let p be an odd prime, and let ζp be a primitive pth root of unity. Set Γ =
Gal(Q(ζp)/Q), and let χ : Γ → C∗ be a character of order n > 1 (i.e. χ is
a group homomorphism, and n is the least integer such that χn is the trivial
homomorphism). We define the Gauß sum τ(χ, ζp) by

τ(χ, ζp) =
∑
γ∈Γ

χ(γ)ζγp .

(a) Show that, for γ ∈ Γ, we have

τ(χ, ζγp ) = χ(γ−1)τ(χ, ζp).

(b) Show that
τ(χ, ζp)τ(χ, ζp) = p.

(Here z̄ denotes the complex conjugate of z.)

(c) Let χ be the unique character of Γ of order 2. From (a) and (b), deduce
that

τ(χ, ζp) = ±

√(
−1

p

)
p.

15. Describe the factorization of ideals generated by 2, 3, 5 in Q( 3
√

6).

16. Let θ satisfy θ3 − θ − 1 = 0. Describe the factorization of the ideals generated
by 2, 3, 5, 23 in Q(θ).

17. (a) Let f be any nonconstant polynomial over Z. Prove that f has a root
(mod p) for infinitely many primes p.

(b) Let K be any number field. Prove that there are infinitely many primes P
in K such that f(P | p) = 1, where p is the prime of Z lying under P .

(c) Prove that for eachm ∈ Z there are infinitely many primes p ≡ 1 (mod m).

(d) Let K and L be number fields, K ⊂ L. Prove that infinitely many primes
of K split completely (split into [L : K] distinct factors) in L.

(e) Let f be a nonconstant monic irreducible polynomial over a number ring
R. Prove that f splits into linear factors (mod p) for infinitely many
primes P of R.
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18. Let p be a prime and a be an integer, and let (a/p) denote the Legendre symbol.
Taking a to be an integer modulo p, verify that the map from F∗p to {±1} given
by a 7→ (a/p) is a homomorphism. Let p be an odd prime and let z be a
generator of the multiplicative group F∗p. Show that z(p−1)/2 = −1 and hence

deduce Euler’s criterion: For any d prime to p, d(p−1)/2 ≡ (d/p) (mod p).

19. Let p and q be distinct odd primes, and let w denote a primitive pth root of unity
in an extension of Fq. For any a ∈ F∗p, define the Gauß sum (in an extension of
Fq) as

τ(a) =
∑
x∈F∗p

(
x

p

)
wax.

Prove:

(a) τ(a) = (a/p)τ(1).

(b) τ(1)q = τ(q).

(c) τ(q)2 = (−1)(p−1)/2p.

20. For any odd n, put ε(n) ≡ (n − 1)/2 (mod 4). Use (19) above to show that
τ(1)q−1 = (q/p). By evaluating τ(q)q−1 = [τ(q)2](q−1)/2 in two ways, prove the
law of quadratic reciprocity, viz.:(

p

q

)(
q

p

)
= (−1)ε(p)ε(q).

21. For any odd n, put ω(n) ≡ (n2 − 1)/2 (mod 8). Let α be a primitive 8th root
of unity in an extension of Fp, and put β = α + α−1. Show that β2 = 2. Using
the Frobenius endomorphism x 7→ xp and Euler’s criterion to evaluate βp−1 in
two ways, prove that (2/p) = (−1)ω(p).

22. Find the class number of Q(
√
−2) and Q(

√
−6). Hence find all the integral

solutions to

(a) x3 = y2 + 2.

(b) x3 = y2 + 54.

23. For any integer n, let ζn denote a primitive nth root of unity.

(a) If n is not a prime power, show that 1− ζn is a unit of Q(ζn).

(b) Let p be a prime, and let (m, p) = 1. Show that (1− ζp)/(1− ζmp ) is a unit
of Q(ζp).

24. Calculate the class number of K := Q( 3
√

2). Find a unit of infinite order in K.
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